Fall detection and human activity classification using wearable sensors and compressed sensing
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Abstract The fall of elderly patients is still a critical medical issue since it can cause irreversible bone injuries due to the elderly bones weakness. To mitigate the likelihood of the occurrence of a fall, continuously tracking the patients with balance and health issues has been envisaged, despite being unpractical. To address this problem, we propose an efficient automatic fall detection system which is also fitted for the detection of different Activities of Daily Living (ADL). The system relies on a wearable Shimmer device, to transmit some inertial signals via a wireless connection to a computer. Aiming at reducing the size of the transmitted data and minimizing the energy consumption, a compressive sensing (CS) method is applied. In this perspective, we started by creating our dataset from 17 subjects performing a set of movements, then three distinct systems were investigated: one which detects the presence or the absence of the fall, a second which detects static or dynamic movements including the fall, and a third which recognizes the fall and six other ADL activities. In the acquisition and classification steps, first only the data collected by the accelerometer are exploited, then a mixture of the accelerometer and gyroscope measurements are taken into consideration. The two configurations are compared and the resulting system incorporating CS capabilities is shown to achieve up to 99.8% of accuracy.
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1 Introduction

One of the major problems the current societies have to face, is the aging and the lack of physical activity of their population. These two factors (age and non activity) are behind disastrous fall accidents, which take place indoors or outdoors. Various statistical studies stated that falls are the principal cause of hospitalizations for injuries \cite{39}, and recent reports show that 30% of people, at the age of 65 or over, have the highest risk of falling \cite{31}. This has led to an increased number of interventions for securing or aiding this category of population. To consolidate these efforts, research interest has also been oriented towards the investigation of technical solutions to rescue/save people’s life. Under this umbrella, the development of technology and the miniaturization of electronic devices which can collect health data, have enabled the design/deployment of applications, such as fall detection or health monitoring \cite{38,43}. A fall detection system, for instance, allows to prevent the elderly subjects fractures, and sends an alarm to the nearby hospital, thereby allowing timely intervention, to provide a first aid to the patient. Moreover, the system may collect the per day activity of the patients in order to monitor their health’s state and progress.

Several approaches have been proposed to identify fall and ADL activities using a multitude of sensors and approaches. Li et al \cite{29} utilized a sample thresholding method between an accelerometer and a gyroscope to detect the fall. Similarly, Lee et al \cite{25} applied a two thresholding method to analyze the data acquired from
a smartphone and an accelerometers, in order to identify the movements and the different simulated falls. The technique of thresholding has some limitations; mainly because it generates a great deal of false alarms since it is not able to accurately distinguish between the fall and ADL movements. Some of other approaches resort to the video processing to identify the movements. For instance, in this context in [22] the weight and the height aspect ratio of an individual are evaluated and used, after separating the background from the object of interest. Livak et al. [30] combined the extracted features from the floor accelerometer and the microphone measurements to be considered in the classifier. Alternatively, the classification for various classes of movements could be adapted to different types of data [5,12,23]. To date, device-free activity recognition has attracted considerable attention. Exploiting the radio signal fluctuations induced by subject’s movements to identify the activities has been addressed in [10,21,37], where Radio-Frequency Identification (RFID) technology is deployed on a large scale to recognize human activities. Hence, it has a shortcoming, it needs to install a lot of sensors on the wall or house, and the oversight in outdoor is also a problem.

In the literature, different types of sensors, with the pertaining processing techniques, have been adopted in the design of a fall detection system. They can be generally categorized into three distinct sets: the wearable sensors, the environmental sensors, and the vision-based detection sensors [11,13,24]. The last type of sensors has received a great deal of research and industry interests, and is usually relying on the using of a sensing device such as cameras, more particularly Microsoft Kinect [16,23,27], as well as computer vision techniques to manipulate and exploit the captured data. Nowadays, this activity detection method enjoys a high efficiency in evaluating the position and the shape of the subject, by exploiting the recent advances in image processing and pattern recognition techniques. However, its main impediments lie in its limited coverage area and inability to track the user out of the range of visibility, its likely subject’s privacy violation, and the requirements of deployment of several such cameras for a viable detection. Indeed, for a conventional home, many cameras need to be installed in order to cover the largest possible area, making this approach very expensive.

The second category, which is environmental sensors, targets flooring applications. The main characteristic of these ambient sensor-based systems is that, for the movements tracking, they rely on the environmental metrics for the analysis of the gait and the trajectory of the elderly people [12,15,25,38]. The system identifies the different movements by using the sensors recordings in terms of vibration of the floor, pressure, sound, infrared rays, etc. This approach does not take into account whether the patient is outdoors or in the area of non-coverage of the sensors. Moreover, in most of the cases, it is necessary to cover the patient’s home with a special raised floor, use an important number of sensors with a high resolution, and install them within the floor and along the walls, which may become cost prohibitive.

The third category of systems is an improved version of the environmental type. It is a fact that with the progress in technology, and the decrease of its cost, wearable devices are now commonly used in different areas, such as health applications, sports, entertainments, etc. [32,17,20]. Another motivating factor was the fact that research has witnessed a tremendous eagerness for applications on daily activity recognition, which resorts to wearable devices along with efficient processing techniques [23,18,45]. Various sensors (accelerometer, gyroscope, magnetometer, camera, etc.) are now wearable, resulting in a sophisticated system which can analyze any information captured by them, whether indoors or outdoors. More interesting, with such systems, there is no area limit for the data collection when the patient moves from a location setting to another. One of the crucial problems with this solution is the battery life. To ensure a long time device operation and a sufficient patient information, the energy consumption has to be minimized.

To address this issue, Gibson [19] proposed a method which relies only on the accelerometer device, and exploits the Compressive Sensing (CS) principle to maintain a viable performance, while reducing wearable device energy consumption. In addition, Cheng [10] resorted to the same technique of CS to save energy and recognize the human activity, by employing the mobile phone camera. Owing to the involved video data, this system suffers from a high computation complexity. Song et al. [23] suggested using the compressed sensing method for recognizing activities in which both acceleration data and phone placement information are utilized. The authors considered three placements of mobile phones (the hand, trouser pocket, and handbag). In real life, the users may carry their phones in additional different places which may cause the system failure. Yao et al. [44] used the RFID technology to recognize various activities for the independent living persons, where the CS is exploited to learn a dictionary of different movements. According to the authors, the approach has some problems, such as the effect of the distance between the system and the RFID tags, and the environment changes. For their solution, the outdoor may be a big challenge. Shaoshuai et al. [17]
adapted the CS for acceleration data transmission in human motion capture. They used as features the correlation between the sparsity and the compression ratio of acceleration data in a learning phase. Long et al. [11] presents a classification method based on random projections, which can save energy consumption while maintaining a great activity recognition rate. With four subjects, the method may be tested on larger datasets with more human activities and more subjects.

In this paper, we propose a system able to detect a fall and recognize the selected human daily activities, and which resorts to CS capabilities to increase battery life. The system collects real-time data from the accelerometer and the gyroscope sensors, and exploits the dual benefit of both in enhancing the performance of the system. To the best of the authors’ knowledge, the only other work on CS-based architecture taking advantage from more than a wearable sensor, is the one reported in [10] which combines the collected data from the camera and the accelerometer. In our proposed architecture, we have opted for a wearable shimmer device to collect cinematic data from subjects. This choice is motivated by the various embedded sensors and the interesting offered features in Shimmer platform [4,5], which open an interesting door to the extension of our work in the future. These features include the connectivity, processing, storage and the design robustness capabilities [5]. Our methodology starts by the collection of the 3-axis linear acceleration and the 3-axis angular velocity signals by the aid of the Shimmer platform, then applying the CS-based processing followed by the adoption of retained classification algorithms. We have created our own database by carrying out these measurements on 17 subjects performing the same set of measurements in the same environment. The resulting system is afterwards investigated according to two criteria, namely the concerned sensors, and the influence of the CS processing in the quality of the detection and the energy reduction. Under the former criteria, the detection efficiencies are compared when separately using accelerometer, gyroscope, and both of them. Similarly, within the latter criteria, the recovery accuracy of Matching Pursuit (MP) and Orthogonal Matching Pursuit (OMP) algorithms are discussed, as well as the impingement of the number of iterations in CS. These two approaches are tested according to three scenarios. The first scenario, referred to as scenario A, consists of 2 classes (fall and non-fall) where the class of non-fall comprises all the remaining ADL activities except the fall. The second scenario, denoted B, is composed of 3 classes; fall, static and dynamic movements, where the two latter are referred to as non-activity, and activity classes, respectively. The last scenario, called C, aims at recognizing and predicting the different human activities as well as the fall movement. We have selected these three scenarios so that to make the system flexible and adaptive / personalizable to various targeted applications (sports, emergency, health, and activity report).

The rest of this paper is organized as follows. Section 2 describes the data acquisition procedure and details the list and duration of the retained movements. Classical fall detection and activity recognition framework, along with the selected temporal features for classification, are depicted in Section 3. Afterwards, the proposed scheme involving CS paradigm using MP and OMP approaches is described. The study is carried out when using each sensor’s data separately, and then by merging the data issued from the two sensors. The performances of the two resulting systems under the different scenarios and classifiers are compared and discussed in Section 4. Finally, the conclusion is drawn.

2 Data collection

As mentioned earlier, Shimmer platform has been retained for the collection of the signals of interest, because it complies with the requirements of our application, such as being lightweight, easy to wear, and offering a wide range of signals (accelerometer, gyroscope, magnetometer, electrocardiogram (ECG), etc), which may be exploited in our decision making system. However, as any wearable device, Shimmer needs to be recharged regularly, and since it targets mainly healthcare applications, it may be quite critical if its battery becomes very low. Hence, this issue should be seriously taken in charge.

On the other hand, It has been reported in the literature that the best device placement is on the chest [48,35]. Therefore, we have also placed Shimmer on the chest to carry out our fall detection application, where the accelerometer and the gyroscope sensors have been used to record signals, encompassing both abrupt transitions and signals pertaining to periodic movements. These latter are transferred via Bluetooth to a local repository on a computer, where they are stored and processed.

The measurements involve a group of 17 volunteers, among which 10 males and 7 females, of various ages, heights and weights. Instructions were given to each volunteer to perform falls-like and ADL movements, with the latter including the majority of daily movements, such as lying, sitting, standing, walking, jumping and running. All participants repeated each ADL movement 3 times between 2.5 seconds and 60 seconds, whereas
the fall movements were repeated several times. In total, each individual performed at least 21 movements with varying durations. Fig. 1 illustrates a volunteer during the measurements campaign in the specific environment, while Table 1 summarizes the number of events and the different information of volunteers.

### Table 1 Summary of dataset

<table>
<thead>
<tr>
<th>Number of events</th>
<th>360</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average age</td>
<td>22 - 45</td>
</tr>
<tr>
<td>Gendre</td>
<td>10 Male - 7 Female</td>
</tr>
<tr>
<td>Height</td>
<td>155 cm - 183 cm</td>
</tr>
<tr>
<td>Weight</td>
<td>55 kg - 85 kg</td>
</tr>
<tr>
<td>Time record</td>
<td>30 sec - 60 sec</td>
</tr>
</tbody>
</table>

The volunteers perform all movements naturally while observing the same measurements conditions, except for the fall, where it was noted that most of them, more particularly the females, held back despite the presence of a mattress to reduce the impact of the fall. Afterwards, the collected signals were organized in seven files, corresponding to the different movements cited previously, and containing the data of the volunteers. In each of the files, six signals pertaining to the relative x, y, and z-dimensions of the accelerations and angular velocities were stored.

### 3 Proposed Framework

An outline of the classical system relying on the acceleration and angular velocity acquisition, is illustrated in Fig. 2a, where the different stages until data exploitation are enumerated, namely, the data acquisition, the features extraction, the classification, the activity identification, and the resulting decision.

Fig. 2b gives the proposed alternative architecture for ADL activity recognition / fall detection which relies on the viable characteristics of CS concept. A compromise in the signal size reduction has been observed, by selecting an adequate number of iterations, which ensures a device energy saving, while maintaining a good quality of signal recovery. At the reception side, two reconstruction algorithms are implemented, namely the MP and OMP algorithms, to reconstruct the original signals. A parametric study for the recovery quality is performed by evaluating the performance of the system under different number of iterations. Our previous study investigated the impact of the selection of different CS parameters [26].

More explanations about the feature extraction and the CS algorithms are provided in the following subsections.

#### 3.1 Feature extraction

We have relied in the extraction of our features, a critical step for the definition of an accurate machine learning model, on the temporal data acquired from the two sensors. Our choice for a processing in the temporal domain is supported by the relative easiness of temporal computation and implementation on a hardware platform. We have considered in our study feature vectors (FVs) extracted from windows of 128 samples, which corresponds to 2.56 seconds at the used 50 Hz sampling rate of the device. From this output, depending on the scenario, every fall and ADL movement of 2.56 seconds generates a FV which is computed from the 6 signals emanating from the accelerometer and the gyroscope, resulting in a total of 44 features contained in each FV. The corresponding statistical equations which have served for their extraction in the time domain are listed in Table 2, where $\overline{x}$ and $\overline{y}$ is the mean of signal x and y, N the length of the signal.

### Table 2 Statistical equation used to extract features

<table>
<thead>
<tr>
<th>Time Domain</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum</td>
<td>$\max(x_i)$</td>
</tr>
<tr>
<td>Minimum</td>
<td>$\min(x_i)$</td>
</tr>
<tr>
<td>Peak</td>
<td>Number of peak</td>
</tr>
<tr>
<td>Mean</td>
<td>$\frac{1}{N} \sum_{i=1}^{N} x_i$</td>
</tr>
<tr>
<td>Signal Magnitude Vector</td>
<td>$\sqrt{x_i^2 + y_i^2 + z_i^2}$</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>$\sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - \mu)^2}$</td>
</tr>
<tr>
<td>Root Mean Square</td>
<td>$\sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i)^2}$</td>
</tr>
<tr>
<td>Pearson correlation</td>
<td>$\frac{\sum_{i=1}^{N} (x_i - \overline{x})(y_i - \overline{y})}{\sqrt{\sum_{i=1}^{N} (x_i - \overline{x})^2 \sum_{i=1}^{N} (y_i - \overline{y})^2}}$</td>
</tr>
</tbody>
</table>

In the construction of the vector $F_V$, two sets of features, referred to as $\text{SeqS}$ and $\text{SeqA}$, were merged. $\text{SeqS}$
comprises the magnitude vector of the measurement of interest, its average, the number of peaks in which the amplitude is superior or equal to its mean, its maximum, its minimum, its RMS value and its STD. The difference between the SeqS and SeqA features lies in the fact that, for the former, the statistical parameters are computed on the overall amplitude vector, whereas for the latter, the evaluation is carried out with the same parameters, but on each signal (x, y, and z) collected from the accelerometer and the gyroscope. In addition, the correlation between the three-axis measurements is calculated.

3.2 Compressive sensing

CS technique has been recently introduced by Donoho \[13\], and Candes et al. \[6\] to open a new perspective for signal recovery from incomplete information, based on the hypothesis that the signal is sparse in some basis. CS performs two main operations: the compression and the recovery of the signal. The resulting compressed signal of length M could be expressed as:

\[ \mathbf{Y} = \Theta \mathbf{x} \]  

where \( \mathbf{x} \) is the non-sparse input signal vector with length N, \( \Theta = \Phi \Psi \), with \( \Theta \) being the M×N sensing matrix, \( \Phi \) the sensing basis, and \( \Psi \) the N×N sparsifying basis. \( M \ll N \) observations are extracted from the N samples through the processing depicted by eq. 1 which could be rewritten as:

\[ \mathbf{Y} = \Phi \mathbf{f} \]  

where \( \mathbf{f} = \Psi \mathbf{x} \) is the projection of the original signal on the space generated by the sparsifying matrix.

For a CS algorithm to be efficient, three key conditions are to be met: Firstly, the signal \( \mathbf{f} \) needs to be sparse in a given domain, secondly the matrix \( \Phi \) should satisfy the Restricted Isometric Property (RIP), and thirdly the matrices \( \Psi \) and \( \Phi \) are to be incoherent \[7\].

3.2.1 Matching Pursuit

Mallat and Zhang firstly introduced the MP algorithm in the context of harmonic estimation \[33\]. MP is an iterative greedy algorithm which encompasses two phases: the selection and the update. The first module is made up to find the best-correlated atom from the dictionary with the residual current error. The second module’s role is to ensure the update operation, by subtracting the previously calculated correlated part from the residue. The algorithm terminates when some criteria are satisfied, or the maximum number of iterations is exceeded. The MP approach is depicted below in algorithm 1.

**Algorithm 1 Matching Pursuit**

**Input:** \( \Phi \): Sensing matrix; \( \mathbf{Y} \): Observation vector; \( K \): Sparsity of signal \( \mathbf{x} \).

**Output:** \( \hat{\mathbf{x}} \): Original signal estimation

**Procedure:**

1. Initialise residual \( r_0 = \mathbf{Y} \) and set iteration counter \( i = 1 \).
2. Find index \( \lambda_i = \arg \max \| (r_{i-1}, \phi_j) \| \) for \( j = 1...N \).
3. Calculate the new approximation \( \hat{\mathbf{x}}_i = \hat{\mathbf{x}}_{i-1} + (\phi_{\lambda_i}, r_{i-1}) \phi_{\lambda_i} \) and the new residual \( r_i = \mathbf{Y} - \hat{\mathbf{x}}_{i-1} = r_{i-1} - (\phi_{\lambda_j}, r_{i-1}) \phi_{\lambda_j} \).
4. Increment iteration counter \( i = i + 1 \), return to step 2 if \( i < K \).
5. Output estimation \( \hat{\mathbf{x}} \).

3.2.2 Orthogonal Matching Pursuit

The OMP algorithm is an improved version of MP \[12\] \[11\], which was developed in order to overcome the impediment experienced by being trapped in the selection...
of the same atom several times. OMP algorithm remedies the issue starting by determining the most correlated atom with the current residue, similarly to the MP algorithm, then, unlike the latter, recalculates the estimated signal at each iteration. Therefore, it will never occur that the same vector will be chosen again. While OMP usually provides a superior performance than MP, its implementation is more complex. Algorithm 2 lists the different steps required with OMP technique. CS is utilized in our system to recover the data collected on the 3 axis x, y, and z of Shimmer sensors, and the approximation of the original signal is retrieved by the aid of MP and OMP algorithms. Depending on the number of iterations involved in these recovery algorithms, the number of resulting samples will be reduced for each sensor. In each sensor of the device, 3 signals corresponding to the three dimensions x, y, and z, of 128 samples length, are produced, and are recovered after either 20, 30 or 50 iterations.

As mentioned earlier, MP and OMP are close since they both imply the using of a selection and an update stages. In the selection phase, the calculation of the residual is carried out, as the distance between the output signal and the projection of the just-found estimate on the gradually-constructed parsing matrix. Table 3 compares the level of complexity of the used MP and OMP algorithms, where N is the length of the signal, α is a constant which is higher than one, and i is the matrix size. From the Table 3, it can be seen that the two algorithms enjoy a similar level of complexity in the selection phase, whereas in the update counterpart, OMP algorithm needs to perform a higher number of operations. Hence the same performance/complexity dilemma as in any application arises, and one has to choose according to what it is afforded.

**Table 3** Complexity order of a given iteration algorithms

<table>
<thead>
<tr>
<th>Step</th>
<th>MP</th>
<th>OMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection</td>
<td>αN^2</td>
<td>αN^2</td>
</tr>
<tr>
<td>Coefficients</td>
<td>0</td>
<td>i^2</td>
</tr>
<tr>
<td>Residual</td>
<td>N</td>
<td>iN</td>
</tr>
</tbody>
</table>

After extracting the features enumerated in Table 2, and assigning to each movement the corresponding class according to the chosen scenario, we applied the CS to the new data using MP and OMP algorithms and tested the performance of each classifier after recovery the signal with various iterations. The system is evaluated using four classifiers, namely the k-Nearest Neighbor (k-NN), the Support Vector Machine (SVM), the Decision Tree (DT) and the Ensemble Classifier (EC) [14].

Based on our future hardware requirement, we considered two different distance functions for the k-NN approach, namely Euclidean (Euc or Fine) and cosine (Cos) ones. Unlike k-NN, SVM requires the training stage to create a model, and we have investigated its performance using the three kernel functions: Linear (Lin), Quadratic (Qua) and Cubic (Cub). DT is a fast algorithm for prediction with less memory usage compared to SVM. In this work, we have used three types of DT: Simple, Medium (Med) and Complex (Com).

Finally, we have resorted to EC with its Bagged tree (BT) and Sub-space Discriminant (SD) versions.

**4 Results and Comparison**

For evaluating the system, we consider three scenarios as showcased in Fig. 3. In the scenario (A), the system predicts only two classes, the fall and no-fall occurrences, where, if the classification is accurately performed, ADL movements should be grouped in the no-fall class. The second scenario (B) attempts not only to detect the fall event, but also to record the activity or the no-activity of the patient. For this, the system categorizes as no-activity the following three movements: laying, sitting and standing; while activity class encompasses walking, jumping and running movements. The last system is able to recognize, in addition to the fall event, the six aforementioned movements separately. Afterwards, the performance of the proposed system, with and without using CS techniques is evaluated us-
Fig. 3 Proposed scenarios for system evaluation

The following classification metrics: the recall, the precision, the specificity and the F1 score. To avoid data over-fitting, 10-fold cross-validation (CV) is used.

4.1 Results without CS

Table 4 shows the accuracy performance of the resulting systems relying on the Accelerometer (ACC) and Gyroscope (GYR) sensors, where the results are arranged according to the previously explained scenarios. As shown in Table 4 in general, the gyroscope-based classification yields a higher performance relative to that of the accelerometer, regardless of the used algorithm. When considering a low number of classes, whether two or three, the system is able to achieve an accuracy performance ranging from 99.2% to 99.7% for scenario A, and from 99% to 99.5% for scenario B. Nevertheless, the accuracy performance in the case of scenario C is significantly altered compared to the previous scenarios, more particularly with the gyroscope sensor. We believe that this performance loss is due to the fact that a higher variation in the acceleration than in the angular velocity is involved with the chosen movements, thereby making the gyroscope less able to discriminate between the movements included in the higher number of classes.

This remark is consolidated by the performance of the system in such a case, when adopting the accelerometer, which is seen to be less sensitive to the variation of the number of the classes and their corresponding movements. Note that, while retaining different variants of Tree and EC algorithms with ACC brings an accuracy improvement in scenario C relative to using GYR, opting for simple type and SD version for Tree and EC algorithms, respectively, see the least gain. To remedy to this limitation in case of scenario C and enhance the system performance from the different metrics point of view, the relative data originating from the two sensors ACC and GYR are concatenated and processed as a unique file mixing the benefits of both sensors. Table 5 lists the achieved performance of the merged ACC and GYR system built by resorting to the 10-fold CV rule, for scenario B. This comparison is carried out from the accuracy (Acc), specificity (Spe), precision (Pre), recall (Rec) and F-score considerations, for A, B and C scenarios. It can be first seen from this table and figure 4, that the Acc metric, which was previously evaluated in Table 4 and through the pertaining discussion in a single sensor case, reflects a considerable gain in this case, where the accelerometer and the gyroscope are jointly used, whatever is the considered scenario and the classification method. In the same direction, the graphs in Fig. 4, compare the Acc performance of the original unique-sensor-based and dual-sensors systems, for each scenario. The results illustrated in these graphs confirm the efficiency of the sensors cooperation in enhancing the fall detection scheme and the quality of the classification, regardless of the scenario. In the case of the scenario A, the average achieved accuracies are 99.3%, 99.5%, and 99.7% for the accelerometer, the gyroscope, and the dual systems, respectively. Similarly, with the same metric, the values of 99.2%, 98.5%, and 99.6% for scenario B, and 91%, 74.83% and 92% for scenario C are provided. Common to the three scenarios, k-NN and SVM-based systems yield the best stable Acc outcomes.
4.2 Results with CS

For the evaluation of the proposed system incorporating CS, the dataset was divided such that the 80% retained data amount for training the classifiers, was randomly selected. The remaining 20% of the data undergoes CS compressed and recovery and was subsequently used, along with the 80% amount, for testing the trained models under the different scenarios (A, B and C). For the evaluation of the recovery signal quality using CS reconstruction algorithms, the peak signal-to-noise ratio (PSNR) was selected. Fig. 5 illustrates, for the x, y, and z axis-ACC acquired data, the original signal and the reconstructed ones with different number of iterations. Similarly, Fig. 6 compares the attained PSNR-performance in terms of the number of iterations, of MP and OMP algorithms. The reported results demonstrate the enhancement of the signal recovery accuracy with the increase of the number of iterations, and the efficiency of OMP in yielding a better reconstruction quality in less iterations than MP counterpart.

Table 6 scrutinizes, when embedding CS in the system, the accuracy performance of the dual-sensors CS scheme against the ACC-based alternative. It is seen that, when using a unique sensor, the system relying on OMP approach exhibits the best performance, compared to MP technique, except for the case of 7 classes, where a close behavior is noted with MP and OMP-based schemes. On the other hand, the dual-sensing CS-based system, in scenarios A and B, outperforms the unique-sensor architecture, with the adoption of SVM and EC classification approaches. Fig. 7 illustrates the performance variation of these schemes with different classifiers and increased number of iterations in the context of scenario C. As reported in Table 6 and Fig. 7, the architecture relying on OMP algorithm allows to achieve a slightly better performance compared to MP-based counterpart. Furthermore, whereas the impingement of the number of iterations is negligible when resorting to tree classifiers, the performance enhancement with the iterations increase is otherwise noticeable, more particularly, when opting for SVM and KNN alternatives. Finally, SVM and Tree classifiers provide the best fall detection efficiency.

Based on this study, it is clear that no significant penalty is noted with CS processing since the performances of the schemes with and without CS are close. However, the CS-based architectures are more viable since CS aims at ensuring the energy efficiency of the system and increasing the battery life. In our case, we
Table 6: Performance of the system applying CS at the data

<table>
<thead>
<tr>
<th>Type</th>
<th>Matching Pursuit</th>
<th>Orthogonal Matching Pursuit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2class</td>
<td>3class</td>
</tr>
<tr>
<td>Com</td>
<td>95.8</td>
<td>97.5</td>
</tr>
<tr>
<td>Med</td>
<td>95.8</td>
<td>97.5</td>
</tr>
<tr>
<td>Sim</td>
<td>98.9</td>
<td>99.1</td>
</tr>
<tr>
<td>Lin</td>
<td>99.4</td>
<td>99.7</td>
</tr>
<tr>
<td>SVM</td>
<td>99.7</td>
<td>99.7</td>
</tr>
<tr>
<td>Cub</td>
<td>99.7</td>
<td>99.7</td>
</tr>
<tr>
<td>Enc</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Cos</td>
<td>99.4</td>
<td>99.4</td>
</tr>
<tr>
<td>SD</td>
<td>98.3</td>
<td>98.6</td>
</tr>
<tr>
<td>BT</td>
<td>99.1</td>
<td>97.5</td>
</tr>
</tbody>
</table>

Fig. 7: Performance of the system using CS in scenario C for different iterations, (a) Recovery using MP, (b) Recovery using OMP

are processing original blocks of data of 128×3 length at once, where the value 3 corresponds to the three signals x, y, and z, which are reduced via CS to 3×50-long samples; hence, the compression ratio is 61%, a value we obtain through the following relation:

\[ \omega = \frac{S_{org} - S_{CS}}{S_{org}} \times 100 \]  (3)

In reported real-world usage [19], standard Bluetooth data streaming performed with the accelerometer sensor of a Shimmer device, at a sampling rate of 50 Hz requires an average current consumption of 15.9 mA, leading to 17.6 hours usage on the standard 280 mAh battery of the Shimmer devices. Taking into consideration the compression ratio attained by the CS techniques, the resulting offered transmission space saving of 76% would provide 45.05 hours of usage under the worst case scenario.

The last table presents a comparison between the classical and the proposed systems against the ones presented in different and recent research studies, in terms of Acc, or Pre. The upper part of Table 7 corresponds to the schemes which do not involve CS in their operation, and their corresponding Acc, number of used sensors and number of classes are provided. Similarly, the lower part compares CS-based approaches where the interest was focused either on the detection of the fall or another movement, along with the offered Rec and Pre. It can be noted that with CS, only one type of sensor was favoured, and mostly it was the accelerometer. The benefit of resorting to a dual-sensing system is highlighted, since a higher accuracy without CS, and superior accuracy and precision performances with CS, are attained with our architecture, compared to the state-of-the-art studies.

Table 7: Performance of different methods without CS.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Device</th>
<th>Classes</th>
<th>Acc (%)</th>
<th>Pre (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Depth camera</td>
<td>Depth</td>
<td>94.7</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>3 camera</td>
<td>2</td>
<td>97.92</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Audio</td>
<td>2</td>
<td>98</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ACC</td>
<td>3</td>
<td>95.3</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ACC</td>
<td>5</td>
<td>92.9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(1-6) ACC</td>
<td>5</td>
<td>96.4</td>
<td>-</td>
</tr>
<tr>
<td>Our work</td>
<td>ACC / GYR</td>
<td>2</td>
<td>99.8</td>
<td>-</td>
</tr>
<tr>
<td>Our work</td>
<td>ACC / GYR</td>
<td>3</td>
<td>99.8</td>
<td>-</td>
</tr>
<tr>
<td>Our work</td>
<td>ACC / GYR</td>
<td>7</td>
<td>97.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ACC</td>
<td>Fall</td>
<td>96</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>ACC</td>
<td>Strength</td>
<td>91</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>ACC</td>
<td>Direction</td>
<td>87</td>
<td>98</td>
</tr>
<tr>
<td>Our work</td>
<td>ACC / GYR</td>
<td>2</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Our work</td>
<td>ACC / GYR</td>
<td>3</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Our work</td>
<td>ACC / GYR</td>
<td>7</td>
<td>93.9</td>
<td>94</td>
</tr>
</tbody>
</table>

Despite the good performance of our system under the specified conditions, for our system to encompass realistic scenarios, it needs to enrich the dataset by...
adding more participants with more movements of elderly people in an unsupervised configuration. Furthermore, since our approach is tested only on shimmer device, tests on other devices are necessary for a viable validation.

It is necessary to investigate what kinds of activities are prone to misclassification with the other activities. Figure 3 depicts the obtained results for the three scenarios (A, B and C) and table 5 showcases the metrics performance for the recognition result for scenario B. Based on these results, almost no misclassifications can be observed, all performance measures are clearly above 99%. Therefore, this result could indicate that daily activity recognition is an easily solvable classification problem, even with a simple classifier such as a decision tree. However, based on the obtained results for scenario C, we observe that the system may confuse between sitting and standing or Jumping and jogging activities (figure 3) and misclassify certain activities. For scenario A and scenario B, the system achieves higher accuracy rates for two classes (fall and no fall) and 3 classes; fall, activity and no activity respectively, where the different classes were correctly classified. The mean class dependent classification rates of sitting and standing were rather low compared to lying and walking (figure 2). It is assumed that instances of sitting were misclassified as standing and vice versa, which is confirmed by observations in the confusion matrix. The result depicted on figure 3 has two main drawbacks: it is subject dependent (thus does not tell anything about the performance of the system when used by a new subject), and only applies to the specific scenario of these 7 basic activity classes. Therefore, an extension of this result is required to increase the applicability of the system concerning both limitations. Furthermore, it may be noted that we have not considered all classes of activities in daily life in this study. More exhaustive work needs to be carried out in the future to meet more complex activity recognition requirements by a wider range of people, such as aged, young, injured or disabled people. In order to reduce the misclassification, specialized gait features might improve the results for the ADL system recognition. Nevertheless, given the flexibility of the proposed classification system, the incorporation of these ideas is straightforward.

5 Conclusion

This work presents a novel fall and human activity detection system; which incorporates wearable devices for the required body signals acquisition and transmission, their submission to compressed sensing techniques, and their classification, for their subsequent exploitation in ADL-fall recognition process, which keeps in mind the reduction of energy consumption. The system is based on the exploitation of the accelerometer and gyroscope sensors of the Shimmer platform, and its performance has been examined under three different aspects, i.e. the variation of the scenario (number of classes), the sensor types, and the use or not of the CS techniques.

Regarding the considered scenario, the system was first evaluated for its capability in identifying a fall or a non-fall in scenario (A). The second scenario (B), in addition to the fall investigation, aimed at detecting if the patient was performing an activity or not. The last scenario (C) attempted to predict six movements, while also detecting falls. All these scenarios were tested and the system’s evaluation was carried out under them, using several classification algorithms (k-NN, SVM, DT, EC), and exploiting selected temporal features extracted from the GYR and ACC recordings. The performance of the system was examined for both individual sensors, and the dual-sensors architectures. Experimental results showed that the proposed system which utilizes the whole data-length, achieves an increased performance in terms of accuracy, reaching 99.8% for scenarios A and B, and 97.2% for scenario C, when the dual-sensors scheme is used, instead of the one involving a unique sensor.

After establishing the feasibility of the proposed approach merging the benefits of both sensors, the advantage of incorporating the CS approach was evaluated in order to achieve a reduced power consumption for the Shimmer platform, while ensuring a high accuracy. The performances of the two widely-adopted MP and OMP CS algorithms were studied by scrutinizing the impact of a specific parameter, namely the number of iterations in the CS algorithms, in addition to the ones which were previously investigated (variations of the scenarios, the type of sensors, and the classification methods). Results showed that when retaining the CS methods, an increased battery life was achieved while the accuracy of the system did not suffer. As a result, the adoption of the CS methods in the proposed system was demonstrated to allow a continuous monitoring of the subjects for approximately $2.55 \times$ higher duration (45.05 hours vs 17.6 hours), as compared to the data full-length approach, thereby indicating that the use of CS is highly beneficial.
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