2D High-resolution Crosswell Seismic Traveltime Tomography
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ABSTRACT

This paper presents a method for combining the hybrid eikonal solver and the prior velocity information to obtain high-resolution crosswell imaging. The hybrid eikonal solver in this technique can ensure rapid and reliable forward modelling of traveltime field in an unsmoothed velocity model. We also utilize the sonic well logging curve to properly develop an initial reference velocity model, and use the sonic well logging data as the prior information for the inversion part, which can restrict the problem of non-uniqueness. The results of the numerical experiment of traveltime in multi-layer media showed that the hybrid eikonal solver was more accurate than the finite difference method. The case study of an oil field in eastern China demonstrated that our method can derive a high-resolution reconstruction of the subsurface structure by inverting the primary traveltime data sets. These results suggest that even though the eikonal equation is a high frequency approximation to the wavefield, the hybrid eikonal solver can provide an accurate traveltime field in the forward modelling step of seismic crosswell tomography, which is critical to ensure high-resolution invert imaging in a highly heterogeneous environment.

Introduction

Crosswell tomography is one of the fundamental techniques in applied geophysics. Although the mathematical theory of tomography was introduced in 1917 by Radon, the first practical experiment in seismic inversion was introduced in the 1970s when Bois et al. (1972) presented a study on cross-borehole tomography from seismic traveltime dataset. Subsequently, the method was used in surveys for geophysics and engineering applications. However, in those early applications, crosswell tomography focused on providing an estimate of the sub-surface velocity structure (McMechan, 1983; Mercarat et al., 2014). As large infrastructure projects have become widely important, the use of geophysical prospecting techniques has played a key role in site investigation and regional surveys. Crosswell tomography already seems very effective in application to problems in exploration geology and environmental monitoring. Typical applications include those to characterize rock mass and provide assessment of geological features in the exploitation of mineral resources (Greenhalgh et al., 2003; Malehmir et al., 2012), to investigate aquifer and oil/gas reservoirs (Justice et al., 1989; Emery and Parra, 2013), site characterization for engineering projects (Angioni et al., 2003), monitoring CO₂ injection (Harris et al., 1995; Zhang et al., 2012), characterization studies of reservoirs to provide a more accurate initial velocity model to predict precise event locations in microseismic events (Leiceaga et al., 2015), evaluation of bridge foundations (Butchibabu et al., 2017),
estimating elastic properties and anisotropic effects in site media (von Ketelhodt et al., 2018).

The accuracy of the forward modeling in seismic traveltime computation is critical for the precision of the inversion. In the tomographic procedure, the inversion of the first arrival time data is required to recover 2-D distributions of the velocity model. In the early applications, the relatively poor quality of the crosswell tomography result was due in part to limited developments in the seismic ray theory. Bois et al. (1972) calculated the ray paths and traveltime under the Snell’s law. McMechan (1983) and Justice et al. (1989) treated the source-receiver raypath as a straight line. Subsequently, research has focused on developing algorithms to improve the accuracy of the seismic wavefield, which can improve the precision of inversion and improve the reliability of exploration geophysics projects. Vidale (1988) presented finite-difference (referred to as FD in this paper) approximation for the calculation of travel times. Podvin and Lecomte (1991) implemented a viable alternative strategy to overcome the drawbacks of Vidale (1988) such as heterogeneity. Subsequently, Aldridge and Oldenburg (1993), used the FD operator for the first time, for rapid and accurate simulation of seismic traveltimes in crosswell tomography work. Because the FD method can rapidly obtain the traveltime field with tolerable precision, it has been widely used in seismic exploration (Liu et al., 2009). However, the issues of the singularity at the source and accurate traveltime for the smooth velocity medium was already been clearly identified by Vidale (1988) and Podvin and Lecomte (1991).

To avoid these unwanted features and keep the accuracy in seismic traveltime field computation, i.e. ensuring the accuracy of forward modeling process in crosswell tomography, we use a new two-dimension hybrid eikonal solver that combines a spherical and plane wave operator to improve the traveltime accuracy when the computational region are close to and far away from the source (Noble et al., 2014), respectively. This hybrid FD operator can efficiently and accurately measure the traveltimes and the generation of raypaths between all source-receiver pairs. Moreover, Vasco and Majer (1993) pointed out that seismic wavepath tomography is more laterally continuous for layered sediments than the tomography based in the wave equation. In the inversion step, the initial velocity model is a key part of the seismic tomography (Rao et al., 2006; Kanli, 2009). Thus, in this paper, we build a reasonable initial velocity medium based on the sonic well logging and use this prior information in the inversion step in order to get a high-resolution inversion result.

We implement hybrid FD that combines the spherical and plane wave to solve the eikonal equation in order to improve the computed efficiency and accuracy of the traveltime in the forward model. As in the inverse step, we build the initial model and constraint information from sonic well logging. We further discuss the tomography results with the initial velocity model. In addition, we invert seismic field traveltime data set from an eastern oil field in China, and the high-resolution image produced demonstrates that the inversion result can be used directly in geological interpretation.

Methodology

Forward modeling: solving eikonal equation

Using a high-frequency approximation of the elastodynamic equation, we can obtain the body waves propagation traveltime equation between the isotropic media profile of the source and receiver well, that is the eikonal equation (Vidale, 1988),

$$\left(\frac{\partial t}{\partial x}\right)^2 + \left(\frac{\partial t}{\partial z}\right)^2 = \frac{1}{v^2(x,z)},$$

(1)

Where $t$ is the traveltime, which is called the eikonal, $v$ is the velocity and $x, z$ represents the spatial Cartesian coordinates in horizontally and vertically, respectively. The first step to solve the eikonal eq. (1) is discretization of the velocity medium (Fig.1). Combing Vidale (1988) and Podvin and Lecomte (1991), we present 4-point and 3-point eikonal solver operator to address eq.(1). The details relating to this hybrid approach are in the following sections.
Figure 1. The discretization of the medium and FD operator. $h_x, h_z$ represent the interval step in horizontally ($i$) and vertically ($j$), respectively. $v_i, j$ stands for the velocity value in the cell. The open circle at point $(i+1, j+1)$ is solved.

4-points plane wave operator

Taking $h_x$, $h_z$ as the space step in the $x$ and $z$ direction (Fig.1(a)), respectively. The derivative term of the eikonal eq. (1) can be written as follows (Vidale, 1988)

$$\frac{\partial t}{\partial x} \approx \frac{1}{2h_x}(t_1 - t_2 + t_3 - t_4),$$

$$\frac{\partial t}{\partial z} \approx \frac{1}{2h_z}(t_1 - t_3 + t_2 - t_4).$$

(2)

Substituting eq.(2) into eq.(1), we can get very simple quadratic equations with one unknown in the traveltime parameter, $t_4$,

$$\frac{1}{4}\left(\frac{1}{h_x^2} + \frac{1}{h_z^2}\right)t_4^2 - \frac{1}{2}\left[\frac{(t_1 - t_2 + t_3)^2}{h_x^2} + \frac{(t_1 + t_2 - t_3)^2}{h_z^2}\right] = \frac{1}{v_i, j}.$$  

(3)

To insure the causality condition, we only keep the largest root of the quadratic eq.(3).

3-points plane wave operator

Because 3 points operators (Fig.1(b) and Fig.1(c)) can deal with converging wave fronts successfully. We can use it to keep the simulation accurate. The partial derivatives of eq. (1) are discrete as (Podvin and Lecomte, 1991)

$$\frac{\partial t}{\partial z} \approx \frac{t_1 - t_2}{h_z}, \quad \frac{\partial t}{\partial x} \approx \frac{t_1 - t_4}{h_x}.$$  

(4)

Putting eq.(4) into eq.(1) and simplify the result leads to the 3 points plane wave operator in Fig.1(b) and Fig.1(c) are

$$t_4 = t_3 + \sqrt{h_z^2 \left[ \frac{1}{v_i, j} \left( \frac{t_1 - t_2}{h_x} \right)^2 \right]},$$  

(5)

and

$$t_4 = t_2 + \sqrt{h_z^2 \left[ \frac{1}{v_i, j} \left( \frac{t_1 - t_2}{h_x} \right)^2 \right]}.$$  

(6)
1-D FD operator

The seismic traveltime computed using 1-D FD method of the head waves (Fig. 1(d)) are written as

\[ t_i = t_2 + \frac{h_z}{\max(v_{i,j}, v_{i+1,j})}. \]  

(7)

and

\[ t_i = t_3 + \frac{h_z}{\max(v_{i,j}, v_{i+1,j})}. \]  

(8)

According to Fermat’s principle, seismic waves will pick the minimum time-consuming path to propagate through the medium. Thus, the minimum value of the three operators, 4 points, 3 points and 1-D FD, are the traveltime field solutions.

However, Fomel et al. (2009) point out that the plane wave FD operator is not suitable when it is close to the source. So Fomel et al. (2009) used a factored equation to address this issue.

We first decompose the seismic traveltime field and the velocity in the following sections.

4-points spherical wave operator

\[
\begin{align*}
\tau^2 &+ \frac{1}{\nabla t_0^2} \left( \frac{t_1 - t_z}{h_z} + \frac{t_1 + t_2 - t_z}{h_z} \right) + \frac{1}{v_0^2} \left( \frac{t_1 - t_z + t_z}{h_z} + \frac{t_1 + t_2 - t_z}{h_z} \right) \\
&= \left( \frac{\alpha}{v_0} \right)^2,
\end{align*}
\]  

(12)

where \( t_{0,x} \) and \( t_{0,z} \) are derived with respect to x and z direction respectively.

3-points spherical wave operator

The 3 points spherical wave operator in Fig.1(b) and Fig.1(c) are

\[
\begin{align*}
\tau^2 &+ 2\tau_0 \left( \frac{t_1 - t_z}{h_z} + \frac{t_1 + t_2 - t_z}{h_z} \right) + \frac{1}{v_0^2} \left( \frac{t_1 - t_z + t_z}{h_z} + \frac{t_1 + t_2 - t_z}{h_z} \right) \\
&= \left( \frac{\alpha}{v_0} \right)^2.
\end{align*}
\]  

(13)
\[
\begin{align*}
  \left( \frac{t_0^2}{h_0^2} - \frac{2t_0t_{0,x}}{h_x} + \frac{1}{v_0^2} \right) r^2 + 2t_0 \left[ \frac{t_{0,x}}{h_x} + \frac{t_{0,z}}{h_z} - \frac{t_{0,z}}{h_z} \right] r + \\
  t_0^2 \left[ \frac{r^2}{h_x^2} + \frac{(t_x - t_x)^2}{h_x^2} \right] = \left( \frac{\alpha}{v_0} \right)^2.
\end{align*}
\]  

(14)

The seismic traveltime field will be computed using the fast sweeping approach. When we have the traveltime field of the velocity model, we can trace the rays from any receivers along the gradient of the traveltime field.

2D seismic first-arrival traveltime tomography

The velocity mesh grid generated by the total of Kth rectangle cell of the velocity model \( v(x, z) \) (Fig.1(a)), and the slowness value of each cell, \( m_i \) \( \forall i \in \{1, 2, \ldots, K\} \), is exactly the same. For this reason, the seismic ray in the cell can regard as a straight line. So, the seismic raypath between source and receiver is satisfied by a very simple equation involving distance, velocity and time. Mathematically, time = distance/velocity,

\[
\Delta t = A(m) \Delta m.
\]

(15)

where the matrix \( A(m) \) is the ray length of its slowness cell \( m_i \), it also be called Jacobi matrix. Because of each ray only pass through a particular cell, the \( A(m) \) is a large sparse matrix, this means that eq. (15) is ill-posed. In the inversion part, we usually set a model perturbation \( \Delta m \) to make \( m_i + \Delta m \) approximates the true model, which associated with our selected traveltime set data. The traveltime perturbation vector \( \Delta T \) is in the following form

\[
\Delta T = T_{obs} - T_{calc}(m).
\]

(16)

Where \( T_{obs} \) is the observed traveltime from source to receiver, \( T_{calc} \) is the numerical traveltime calculated by hybrid FD method. Because the raypath matrix \( A(m) \) is a large, nonsquare, sparse and rank deficient, the system (15) is usually ill-conditioned and inconsistent. We therefore take the model objective function \( \phi_m \) as (Aldridge and Oldenburg 1993)

\[
\phi_m = \mu_1^2 \iint w_1(x, z) (s - s_p)^2 \, dx \, dz + \mu_2^2 \iint w_2(x, z) \left[ \frac{\partial (s - s_p)}{\partial x} \right]^2 \, dx \, dz + \mu_3^2 \iint w_3(x, z) \left[ \frac{\partial (s - s_p)}{\partial z} \right]^2 \, dx \, dz.
\]

(17)

Where \( s \) and \( s_p \) are the constructed slowness model and the prior slowness model associated with the sonic logging, respectively. The weighting functions \( w_1, w_2 \) and \( w_3 \) are determined by the raypath at the cell, we take 1 if the ray is passing through the cell, otherwise, we take 0. The coefficients \( \mu_1, \mu_2 \) and \( \mu_3 \) are the derivative constraint weight for the directional, horizontal and vertical.

The matrix form of eq. (17) can be written as follows (Aldridge and Oldenburg 1993)

\[
\phi_m = \sum_{n=1}^{N} \mu_n^2 \left\| B_n (m + \Delta m - m_p) \right\|^2.
\]

(18)

Combining the L2 norm misfit function of eq. (15) and \( \phi_m \), the total objective function, \( \phi(\Delta m) \), can be expressed as

\[
\phi(\Delta m) = \| A \Delta m - \Delta t \|^2 + \sum_{n=1}^{N} \mu_n^2 \left\| B_n (m + \Delta m - m_p) \right\|^2.
\]

(19)

Where \( N \) is the number of grid cells. Extremizing the total objective function with respect to \( \Delta m \), we obtain

\[
\left[ A^T A + \sum_{n=1}^{N} \mu_n^2 B_n^T B_n \right] \Delta m = A^T \Delta t + \sum_{n=1}^{N} \mu_n^2 B_n^T B_n (m_p - m).
\]

(20)

Thus, eq. (20) can be rewritten as (Aldridge and Oldenburg 1993)
We utilize the LSQR method to solve eq.(21) to get the perturbation $\Delta \mathbf{m}$ for each iteration (Paige and Saunders, 1982).

**Synthetic Data Case study**

The synthetic example presented in this section is to verify the tomographic ability of our method in an unsmooth medium (Fig. 2(a)). Fig. 2(a) shows the $500 \times 500$ m velocity model which is used to create our synthetic traveltime data set between the wells. The grid interval is 5 m in the horizontal and vertical direction. The background velocity of the model is 2800 m/s. There is a low (2300 m/s) and a high (3200 m/s) velocity layer at approximately 135 m and 340 m, respectively. Moreover, we also inserted a void in the middle of the model. The sources are located at the left well, are spaced 12 m apart from 8 m to 488 m. The traveltimes are recorded by 41 receivers (from 10 to 490 m with space interval of 12 m) at the right well. The contour map of traveltime field and its raypath of one source at 248 m are presented in Fig. 2(a). In the inversion part, random values have been added to the synthetic traveltimes, which follows a uniform probability distribution on $\pm 5$ ms.

The reconstructed velocity from the inversion of the crosswell traveltimes data set is shown in Fig. 2(b). In twenty-five iterations, the initial root mean square (rms) traveltime misfit of 3238.5 ms is reduced to 75.4 ms. Fig. 2(b) illustrates that the correct position of the thin low velocity layer can be identified by the tomography method, despite its “fat” appearance. Also, Fig. 2(b) can identify the cave and the high velocity layer and its position. Because the low raypath density in the cave’s area, the inverted value at its center is about 120 m/s higher.

Figure 2. a) The true velocity model, the contour is the traveltime field with the source at the 248 m, the solid line is the raypath of the source-receiver pairs. b) Reconstructed velocity image.

**The initial velocity model**

The solution of the inverse problem is often non-uniqueness and eq. (15) is ill-posed, so in this paper we put the velocity constraint information from sonic well logging curve into the inversion part in order to restrict the non-uniqueness and accelerate the convergence of the iterative solution (Aldridge and Oldenburg, 1993; Vasco and Majer, 1993). In this paper, we refer to the sonic logging data to build the constraint factor in the tomographic inversion procedure, that is, the minimum and maximum velocity value of the model in the inversion are
1800 and 3800 m/s respectively.

In the inversion procedure, we pick up two types of initial velocity model. One is the uniform model that we usually use for the crosswell tomography. In this model, the value is 2800 m/s. The second is based on the sonic logging data (Fig. 3(b)), in which we take the average value of the left and right-side sonic logging velocity. The grid size of the initial model in both is 2 × 3 m.

To test the traveltime accuracy of hybrid and FD method (Fig. 4(a)). We put the source at 1350 m in the left well and the receivers are in the right well. Comparing the results with an analytic solution of laterally homogeneous layer models. Fig. 4(b) shows that the hybrid method is close to the true solution. Figure 4 illustrates that the numerical inaccuracy of traveltimes far away from the source can be overcome by the hybrid method.

**Field data Example**

The 2D crosswell traveltime data set, was acquired from an oil field in eastern China. The sample rate of data is 0.5 ms and the total length of the seismic record is 1 s. The offset between source and receiver well is 192.5 m, both the receiver’s interval and the shot interval are 3 m. In

**Figure 3.** The sonic logging data and the initial velocity model. a) the left and right well sonic logging curve are shown with solid and dash line respectively. b) The initial velocity model based on the sonic logging.

**Figure 4.** The traveltime field map. a) The solid and dashed line stand for the traveltime calculated by the hybrid and FD method for the initial model (Fig. 3(b)), the contour interval is 10 ms. b) The travel time curves. The circle represents the analytical solution.
this paper, we picked the total of 21,726 P-wave first arrival times by hand, it includes 176 shots from 1050m to 1550m of the well. The details of the process the raw seismic record can be found at Liao et al. (2017). The initial compressional velocity model is from sonic logging data (Fig. 3(b)), which defined in the -5 ~ 195m and 1047 ~ 1553m range at horizontal and vertical region respectively. The initial model spatial discretization in the horizontal and vertical direction is 2m and 3m, respectively. According to the sonic logging data, we also set the minimum and maximum velocity with 2100m/s and 3750m/s in the inversion procedure. In the forward part, we use the proposal hybrid FD operator with fast sweeping method to obtain the seismic traveltime field for each source. On an Intel i5 3.0 GHz processor, the elapsed CPU time for the traveltime field computation, at each iteration is 2.3s with the fast sweeping method, while the fast marching method takes 7.5s.

The field data relates to a river deposit part of the upper member of Guantao Formation of the Miocene, and the braided river deposit is in the lower member. The deltaic facies sediment was found in the Dongying Formation of Oligocene. The thin sand-shale layer is the primary oil-bearing layer. Our aim is to detect a low velocity zone that may contain an oil and gas layer.

Figure 5 displays the first arrival traveltime tomography of the crosswell in the oil field. After 5 iterations, the image in Fig.5(a) is computed from the uniform initial velocity model and the inverted image of Fig.5(b) is from the model referred to its sonic logging data. Fig. 5(c) shows the difference of the inversion results between Fig. 5(a) and 5(b) (the velocities of Fig. 5(b) minus 5(a)), which ranges from -590 to 810m/s. The image in Fig.5(a) at the depth around 1200 and 1300m shows that the inversion by the uniform initial model can not identify the thin low velocity. Figure 5(b) shows that putting the prior and constraint information into the inversion procedure can drive a high-resolution result for crosswell tomography. The rms misfit error at each inversion is shown in Figure 6. Compared with the image generated with the Frequency-Dependent Traveltime Tomography method (Fig. 5(d), Liao et al., 2017), these appear well matched. The thin interbedding layer at 1200 to 1250m can be identified in Fig.5(b). The sand body overlap at about 1320m and mudstone interlay at the approximately 1440m lead to the low velocity layer. Because of some lenticular bodies can be found at 1500m, the velocity in this layer is relatively high.

In addition, in general, the high-frequency approximation of seismic wave equation forms the basis of eikonal equation. However, the frequency of our seismic signals in crosswell tomography is relatively low. Although eikonal solver is a convenient method for solving eikonal equation to provide us a stable and reliable travel time field, Biondi (1997), Hogan and Margrave (2007) point out that the low frequency will make the wavefront smoothing at velocity anomaly area. Maybe this is one of the reasons that cause the traditional finite difference to become invalid with the heterogeneous medium (Fig. 4), but the hybrid eikonal solver can lower the effects of low frequency (Fig. 4). As we can see in Fig. 2, the inverted image can match the position of velocity anomalies zone, but the inverted result looks reasonably smooth.
Figure 5. First arrival traveltime tomography of the interwell. The initial velocity in the inversion procedure for (a) and (b) are based on uniform value, 2.8km/s, and the sonic logging data (Fig. 3(b)), respectively. c) The difference of the velocities (b minus a). d) The results from Liao et al., 2017.

Figure 6. The rms traveltime error after each iteration of the sonic logging model (Fig.5(b)).

Conclusions

In this paper, we give a general outline of the development process for crosswell tomography and its applications in geophysical exploration. We describe in detail the hybrid eikonal solver operator to numerical the seismic traveltime field. This combines a spherical and plane approximation while close to and far away from the source respectively. The hybrid method can even provide an accurate traveltime field for the unsmooth velocity model. The hybrid method associated with the fast sweeping method can make the computation more efficient.
Our field results have a good agreement with sonic logging data demonstrating that our method has a high enough resolution to identify the characteristics of thin layers. In the inversion procedure, the sonic logging data can help us build a true initial velocity model and provide the constraint information, which can restrict the non-uniqueness and reduce the number of iterations. Thus, using the hybrid eikonal solver method and the prior velocity data as a constraint we can provide a high-resolution image between two wells in the crosswell seismic traveltomeography for the unsmooth environment.
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