Towards emotion recognition in immersive virtual environments: A method for Facial emotion recognition
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Abstract
Virtual Reality (VR) is, thus, proposed as a powerful tool to simulate complex, real situations and environments, offering researchers unprecedented opportunities to investigate human behaviour in closely controlled designs in controlled laboratory conditions. Facial emotion recognition has attracted a great deal of interest for interaction in virtual reality, healthcare system: therapeutic applications, surveillance video application etc. In this paper, we propose a method for facial emotion recognition for immersive virtual environment based on 2D and 3D geometrical features. We used our collected dataset of 17 subjects’ performance of six basic facial emotions (anger, fear, happiness, surprise, sadness, and neutral) using three devices: Kinect (v1), Kinect (v2), and RGB HD camera. In addition, we present the performance results of the RGB data for facial emotion recognition using Bagged Trees algorithm. To assess the performance of the proposed system, we used leave-one-out-subject cross-validation. We compared the 2D and 3D data performance for facial expression recognition. The obtained results show the superior performance of the RGB-D features provided by Kinect (v2). Our findings highlight that the 2D images are not robust enough for facial emotion recognition. The built facial emotion models will animate virtual characters that can express emotions via facial expressions. This could be deployed for Chatting, Learning and Therapeutic Intervention.
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1. Introduction

Emotions have a critical impact in our daily lives, so the understanding and recognition of emotional responses is crucial for human behaviour understanding. Emotion recognition research has mostly used non-immersive two-dimensional (2D) images or videos to elicit emotional states. However, immersive virtual reality, which allows researchers to simulate environments in controlled laboratory conditions with high levels of sense of presence, immersion, and interactivity, is becoming more popular in emotion research. Moreover, its synergy with implicit measurements and machine-learning techniques has the potential to impact transversely in many research areas, opening new opportunities for the scientific community.

Healthcare, education and training are examples of application area where VR has been much applied (figure 1). The studies showed that VR can offer great educational advantages. It can solve time-travel problems, for example, students can experience different historical periods. VR can address physical inaccessibility, for example, students can explore the solar system in the first person. It can circumnavigate ethical problems, for example, students can “perform” serious surgery. Surgical training is now one of the most analyzed research topics. On the other side, several researchers have also showed the effectiveness of VR in therapeutic applications. To overcome certain inconveniences such us the lack of the dynamism that is inherent to facial expressiveness with some patients, over the last years different authors have proposed the use of virtual avatars. The main goal is to make use of virtual environments and avatars to provide new objective methods for assessing patients’ interpersonal behavior characteristics [1]. VR offers some distinct advantages over standard therapies, including precise control over the degree of exposure to the therapeutic scenario, the possibility of tailoring scenarios to individual patients’ needs and even the capacity to provide therapies that might otherwise be impossible. Taking some examples, studies using VR have analysed the improvement in the training in social skills for persons with mental and behavioural disorders, such as phobias, schizophrenia (SZ) [2, 3] and autism [4]. Moreover, it has been proposed as a key tool for the diagnosis of neuro-developmental disorders [5]. In [2], the authors present a VR-based system

![Figure 1: Virtual reality application: Healthcare, Movie industry](image-url)
that incorporates implicit cues from peripheral physiological signals and eye tracking for the understanding of facial emotional expression. They compare how a SZ group and a matched group of healthy non-psychiatric adults performed emotion recognition tasks when presented in the form of static slides and when presented in a VR environment with the avatars expressing emotions dynamically. Virtual reality (VR) has been observed to improve both assessment and training of emotional recognition skills of people with Severe mental illness [3]. In [7], a method EEG-based feature extraction technique is presented for emotion recognition using higher order crossings (HOC).

Virtual reality has proven its potential in the movie industry. Reproducing facial and bodily emotions in a completely immersive virtual environment (VE) in a faithful manner is of paramount importance for real virtual rendering (figure 2). Facial emotion expressions are nonverbal way of expressing feeling. Many studies addressed the facial expression [6, 7, 8].

Figure 2: The proposed framework for virtual facial expression recognition.

Recent approaches use 3D facial points, such techniques have gained more attention lately due to the proliferation of affordable commodity depth sensing devices, such as the Kinect. According to the data used in this work, different approaches have been proposed for feature extraction. Positional and temporal features have been investigated in [9] using the facial data collected by Kinect. They defined a feature vector composed of the coordinates of tracked points and Euclidean distance between the tracked points and the angle between those points for the positional features.

Many studies are based on 2D images for facial emotion recognition. In [6], the authors proposed a software for the analysis of facial behaviour. Furthermore, several approaches have demonstrated state-of-the-art performance on RGBD input, or only depth input. We can cite the work presented in [10, 8]. In [10], the authors proposed the skeleton based approach to extract facial features for facial emotion recognition by using a depth camera. Billy et al. [11] used Kinect sensor to recognise emotions under different conditions. The authors used a publicly available database which contains facial images (RGB-D) captured by Kinect sensor with different poses, expressions, illumination and disguise. Their results demonstrated
that using RGB-D information could improve the performance of facial emotion recognition compared with the methods using 2D information. The conventional approaches for facial emotion recognition still suffer from some constraints and limitations which directly affect the system performance [12]. We can cite among these problems, the lack of publicly available database, the environmental changes including illumination changes, the different personnel style for emotion expression.

The existing approaches for facial expression recognition suffer from some constraints and limitations. Firstly, the lack of publicly available database. Furthermore, the selection of non-significant features for depicting different expressions can cause model failure. To deal with these problems, we propose in this work a system for mono-modal facial expression recognition based on facial movements.

In this paper, we present a proposal for facial emotion classification for interaction in immersive virtual environment. The facial emotion recognition is based on 3D angle and 3D Euclidean distance features for the RGB-D data, provided by kinect sensors, and 2D angle and Euclidean 2D distance for the RGB data provided by HD RGB camera. This paper consists of four sections. In the second section, we describe the proposed approach, the feature extraction will be presented in detail. In the third section, we discuss the experimental results. The conclusions and future works will be drawn in the last section.

2. Our proposal

Emotion can be expressed in different ways and plays important role in daily life. The facial expression is a common, nonverbal and effective way of expressing emotion. The presented work is included in this area; the process for facial expression recognition is depicted in figure ??, we aim to distinguish the expressions as accurate as possible by establishing computational models. We carried out experiments on synthetic RGB-D sequences captured by Kinect (v1) and Kinect (v2) sensors and RGB sequences recorded using RGB HD camera. In this work, we target six basic emotions (anger, fear, happiness, surprise, sadness, and neutral).

We collected our own database including the performance of 17 students (9 male and 8 female) recruited from the School of computing and engineering at the University of West of Scotland. The participants are from different cultures with different skin colour. In order to obtain actual facial expression data, we conducted an emotion priming experiment using different emotional videos. The subjects were first asked to perform emotional states depicted on projected images on screen. In the second part of the experiment, we used 20 emotional videos used in [13] collected from Youtube. We used many types of emotional videos including neutral, happy, surprise, anger, fear and sad video which could induce corresponding emotional state. The participants were asked to perform their feeling according to their personal style. They have to repeat the performance for three times. The face-recorded videos were segmented and stored in a database. The collected dataset contains 1581 RGB videos recorded by RGB HD camera and more than 3000 synthetic RGBD sequences captured by Kinect (v1) and Kinect (v2). Figure displays the participants’ facial expression.

In this work, the facial expressions were tracked using the face and skeleton tracking API available in the Microsoft Kinect Software Development Toolkit. The synthetic RGB-D sequences
captured by Kinect sensors provided 3D facial points. We choose representative points, which represent significant movement in order to describe the subtle changes of facial expression. The face tracking Kinect toolkit provides 121 facial points for Kinect 1 and 1347 facial points for Kinect 2. However, not all of these points are significant to facial expressions. In [17], the authors proposed that the main areas englobing the eyes, eyebrows, and the mouth are involved in facial expression displays. Out of the available points, facial points around eyebrows, eyes, mouth, nose, chin and cheeks were tracked and some other key positions were finally selected to improve the recognition accuracy. For the RGB video recorded by RGB HD camera, we used the open source tool OpenFace [6]. It provides facial landmark using the Conditional Local Neural Fields (CLNF) [15] (see figure 3). The CLNF performs the detection of 68 facial landmark. The CLNF is an instance of a Constrained Local Model (CLM) [16]. The CLM is composed of two main components: Point Distribution Model (PDM) which captures landmark shape variations; patch experts, which capture local appearance variations of each facial landmark [6]. Finally, we choose 26 facial points. The new face feature vector \( F_{\text{Face}} \) is defined using geometric features: distance and angle with the horizontal axis and the coordinates of tracked points from one frame.

Given two facial points \( P_{n-1}^{\text{face}}(t) \) and \( P_{n}^{\text{face}}(t) \) with coordinates \((x_{n-1}(t), y_{n-1}(t), z_{n-1}(t))\) and \((x_{n}(t), y_{n}(t), z_{n}(t))\) respectively at frame \( t \),

\[
D_{n}^{\text{face}}(P_{n-1}^{\text{face}}(t), P_{n}^{\text{face}}(t)) = \begin{cases} 
(x_{n-1}(t) - x_{n}(t)) \\
(y_{n-1}(t) - y_{n}(t)) \\
(z_{n-1}(t) - z_{n}(t)) 
\end{cases}
\]

\[
\theta_{n}^{\text{face}}(P_{n-1}^{\text{face}}(t), P_{n}^{\text{face}}(t)) = \begin{cases} 
\theta(x_{n-1}(t), x_{n}(t)) \\
\theta(y_{n-1}(t), y_{n}(t)) \\
\theta(z_{n-1}(t), z_{n}(t)) 
\end{cases}
\]

\[
F_{\text{Face}} = \left\{ D_{1}^{\text{face}}(P_{0}^{\text{face}}(t), P_{1}^{\text{face}}(t)), ..., D_{n}^{\text{face}}(P_{n-1}^{\text{face}}(t), P_{n}^{\text{face}}(t)), \theta_{1}^{\text{face}}(P_{0}^{\text{face}}(t), P_{1}^{\text{face}}(t)), ..., \theta_{n}^{\text{face}}(P_{n-1}^{\text{face}}(t), P_{n}^{\text{face}}(t)) \right\}
\]

\[\text{Figure 3: The facial key points generated by OpenFace [23]}\]

The feature vector is based on position of the tracked points from one frame. The face feature vector is defined as follows (equation 3). It is a set of distance difference \( D(t) \) and \( \theta(t) \) which is
the angle between each selected facial points which are depicted in equation 1 and equation 2. We calculated 36 distance and 36 angle between each tracked points. We selected key facial points representing significant changes based on psychological studies [17].

Experiments in this study were conducted on a computer with an Intel® Xeon® CPU E3-1245 v3 3.40 Ghz and 8 GB RAM. All the experiments have been run in Matlab 2016b environment, using Matlab’s own implementation of classification algorithms (Bagged Trees, k-NN, Linear SVM).

Support vector machine [18] proposed by Vapnik and Chervonenk is a powerful statistical learning method, it models the situation by creating a feature space. The goal is to train a model that assigns new unseen objects into a particular category. Linear SVM is one method used in statistics and machine learning to find a linear combination of features which characterize or separate two or more classes or events. Since emotion recognition may not be linearly separable, we also considered non-linear classification algorithms. Bagging is a method for improving results of machine learning classification algorithms. This method was formulated by Leo Breiman and its name was deduced from the phrase “bootstrap aggregating” [14]. Bagged Trees can be used to reduce the variance associated with prediction and improve the prediction process. Many bagging samples are drawn from the available data, some prediction method is applied to each bagging sample, and then the results are combined, by simple voting process for classification, to obtain the overall prediction, with the variance being reduced due to the averaging. The bagging method generates additional data for training from the original dataset using combinations with repetitions to produce multi-sets of the same cardinality/size as the original data. By increasing the size of the training set, it can not improve the model predictive force, but just decrease the variance, narrowly tuning the prediction to expected outcome.

The k-NN algorithm as non-parametric lazy learning algorithm is one of the simplest classification algorithm [19]. This is pretty useful, as in the real world, most of the practical data does not obey the typical theoretical assumptions made (gaussian mixtures, linearly separable etc). It is also a lazy algorithm which means is that k-NN does not use the training data points to do any generalization. There is no explicit training phase or it is very minimal and fast. All the training data is needed during the testing phase, the k-NN algorithm keeps all the training data. This is in contrast to other techniques like SVM where it is possible to discard all non support vectors without any problem. Most of the lazy algorithms – especially k-NN – makes decision based on the entire training data set. Predictions are made for a new instance by searching through the entire training set for the k most similar instances (the neighbors) and summarizing the output variable for those k instances. To determine which of the K instances in the training dataset are most similar to a new input a distance measure is used. For real-valued input variables, the most popular distance measure is Euclidean distance [20] which is calculated as the square root of the sum of the squared differences between a new point and an existing point.

3. Results and discussion

To solve our multi-classification problem, we defined six models to distinguish the six target emotional states (anger, fear, happiness, sadness, surprise, and neutral). As different classifiers may yield to different classification performance for the same dataset, we used for the training
linear and non-linear classifiers including Bagged Trees, Fine k-NN and Linear SVM.

Table 1
The obtained facial emotion recognition results using $k$-NN.

<table>
<thead>
<tr>
<th>Devices</th>
<th>Accuracy%</th>
<th>Recall%</th>
<th>F1-score%</th>
<th>Precision%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinect 1</td>
<td>97.09</td>
<td>91.94</td>
<td>91.74</td>
<td>91.67</td>
</tr>
<tr>
<td>Kinect 2</td>
<td>97.40</td>
<td>92.86</td>
<td>92.65</td>
<td>92.49</td>
</tr>
</tbody>
</table>

Figure 4: The classifiers accuracy performance.

one-subject-out validation. We left the performance of one participant for testing, and the data of 16 participants were used for training and. Comparing the results of different training algorithms, we notice that Bagged Trees algorithm outperforms the remaining classifiers with accuracy rate of 98.46%, 97.51%, and 73.83% for Kinect (v2), Kinect (v1) and HD RGB camera respectively. Comparing the devices used to collect the data, the Kinect captors achieved better results than OpenFace, which gives the lowest performance with 73.83%, 67.97%, and 71.49% of accuracy for Bagged Trees, Fine k-NN and Linear SVM respectively. The obtained results showed that Kinect (v2) performs better than Kinect (v1). The figure 4 showcases the obtained results using the three devices. The histogram presents the accuracy rates obtained by each classifier. Based on our experiment, the data collected by the HD RGB camera showed the lowest performance, which can be explained by the sensitivity to the surroundings, especially to illumination conditions [21]. The RGB-D images can capture essential geometrical features, and enable higher precision and preservation of facial details insensitive to different conditions. Table 3 shows the performance comparison between the proposed work in this paper and state-of-the-art works.

For performance comparison, we choose the accuracy, recall, precision, F1-score metrics that can be estimated by describing random errors (TP: True positive; TN: True negative; FP: False positive; FN: False negative), a measure of statistical changes (equation 4, equation 5, equation 7,
equation 6). The obtained results are depicted on table 2 and table 3.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{4}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{5}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{6}
\]

\[
F1 - \text{score} = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \tag{7}
\]

For the RGB data collected using RG HD camera, we use the open source OpenFace [23]. The results are depicted in table 2.

Table 2
RGB data performance: Accuracy rates for each class using Bagged Trees.

<table>
<thead>
<tr>
<th>Device</th>
<th>Accuracy (%)</th>
<th>anger</th>
<th>fear</th>
<th>happiness</th>
<th>sadness</th>
<th>surprise</th>
<th>neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB HD camera</td>
<td>72.39</td>
<td>67.62</td>
<td>77.31</td>
<td>64.73</td>
<td>86.92</td>
<td>75</td>
<td>71.39</td>
</tr>
</tbody>
</table>

Table 3
Accuracy performance comparison with state of the art works. *Kinect 1, **Kinect 2, 1k-NN, 2 Bagged-Trees.

<table>
<thead>
<tr>
<th>Works</th>
<th>Number of classes</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12] **1</td>
<td>6</td>
<td>89.44</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>90.33</td>
</tr>
<tr>
<td>[22] *</td>
<td>6</td>
<td>80.75</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>80.57</td>
</tr>
<tr>
<td>[8] **1</td>
<td>6</td>
<td>96.74</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>96.92</td>
</tr>
<tr>
<td>Proposed approach **2</td>
<td>6</td>
<td>98.46</td>
</tr>
<tr>
<td>Proposed approach **2</td>
<td>6</td>
<td>97.51</td>
</tr>
</tbody>
</table>
To the best of our knowledge and based on the comparison depicted on table 3, we believe that the proposed approach for emotion recognition outperform the state-of-the-art works.

At this point, we want to reproduce the emotions detected from the facial expressions in a virtual environment. This is by exploiting the models of the six basic emotions already built during the classification phase using machine learning (figure 4). We want the avatar in the virtual environment faithfully reproduce the facial emotions expressed by a user present in a real scene (figure 5). This proposal could be used in healthcare application (Patients with Schizophrenia therapies), serious game, human-computer interaction, etc.

4. Conclusion

The paper proposes a concept for virtual avatar animation. This could be used for therapeutic intervention, chatting: social media interaction, and maybe for learning activities. We presented results of machine learning classification of facial emotion expression. The recognition was mainly based on a combination of 2D, 3D angle and Euclidean distance between facial key points as features carefully selected. We provided a comparison between RGB and RGB-D data performance for facial emotion recognition. Our findings deduced that the non-linear algorithms presented the best performance due the data nature. The Bagged Trees and k-NN consistently outperformed all the tested classification algorithms on our collected dataset. We observed that the 2D data are not robust enough for facial emotion recognition, which are 3D changes of facial expression. The RGB-D data can capture essential geometrical features, and enable higher precision and preservation of facial emotion critical details. The RGB-D data are more insensitive to different conditions compared to RGB data. Future works will concentrate on building real time system for facial virtual avatar animation in an immersive virtual environment.
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