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Abstract—The next generation of mobile networks, 6G, when compared to 5G is expected to offer faster speeds, lower latency, and increased capacity. At the same time, edge computing is becoming increasingly important for providing low-latency services and reducing the load on centralized data centers. Unikernels, a lightweight form of virtualization, have the potential to improve the performance and security of edge computing systems. This paper investigates the utility of unikernel-based edge computing in 6G networks. The paper will begin by providing an overview of the current state of unikernel-based edge computing and its advantages over traditional virtualization techniques. It will then investigate the potential of using unikernels in 6G networks, including the ability to improve network performance and security. The research will also look into the potential of using unikernels in edge computing systems, such as the ability to reduce the load on centralized data centers, improve the performance of low-latency services, and improve edge computing systems security. Finally, the paper will point towards the research’s implications and potential future work in the field.
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I. INTRODUCTION

The arrival of 6G networks, with faster speeds, lower latency, and increased capacity over previous generations, promises significant advancements in mobile communication. Edge computing is becoming an increasingly important aspect of modern computing because it enables low-latency services and reduces the load on centralized data centers. Unikernels, a lightweight form of virtualization, have the potential to improve the performance and security of edge computing systems. This paper investigates the utility of using unikernel-based edge computing in 6G networks and how it can help improve 6G network capabilities.

Unikernels are good candidates for edge computing because of their small size and minimal attack surface. Unikernels are single-address space images that include only the necessary libraries and drivers for a specific application. This results in a smaller and more secure system, compared to traditional monolithic kernels [1]. Unikernels [1]–[8] have gained popularity in recent years as a lightweight and secure form of virtualization. A unikernel instance is intended to run a single application, hence it includes only a minimal amount of systems software (operating system, libraries, etc.) code required to execute that application. This leads to a significant reduction in the memory/disk footprint, boot time, as well as attack surface, when compared to traditional virtual machines [9]–[11].

Edge computing, on the other hand, is a distributed computing paradigm in which computation and data storage are moved closer to the devices that produce or consume data. As a result, processing speed is increased, latency is reduced, and network load is reduced. Edge computing, which allows data to be processed and stored closer to the devices that generate it, can further enhance 6G networks with faster speeds and lower latencies. Because of their small size and low attack surface, unikernels are good candidates for edge computing [12].

This paper investigates the feasibility of combining unikernels and edge computing in 6G networks. The study’s aim is to find out how unikernels can be used to improve the performance and security of edge computing systems in 6G networks. How does the use of unikernels in edge computing systems affect the performance of low-latency services in 6G networks? How does the use of unikernels in edge computing systems affect the security of 6G networks?

To answer the first two questions, we contend that Unikernels can improve the performance and security of edge computing systems through faster boot times, improved performance, enhanced security, lower latency, improved resource utilization, improved network efficiency, and scalability. In response to the last question, the use of unikernels in edge computing systems can improve network security in a variety of ways, including reduced attack surface, improved isolation, enhanced resource management, controlled access to resources, and immutable infrastructure.

II. UNIKERNEL

A. Definition/Presentation

Unikernel [2], [13] is a single-purpose appliance that is specialized at compile time into a stand-alone kernel and is protected from modification after deployment. Furthermore, it improves performance by removing unnecessary components from applications and increases security by reducing the attack surface. It was originally intended for cloud computing, but its small footprint and flexibility make it ideal for edge computing, especially the upcoming internet of things edge computing. As a result, each Unikernel may have a distinct set
of vulnerabilities, implying that an attacker who successfully penetrates one may be unable to threaten others.

Unikernels have a smaller code base and only run the components that are required for the specific application, resulting in a smaller overall footprint. Unikernels run a single application, which reduces the attack surface and the possibility of compromise. They are optimized to make better use of system resources, which can result in lower latency and higher performance. Individual applications can be isolated in unikernels, reducing the risk of cross-application interference. They are self-contained and do not require a separate runtime environment, so they can be deployed quickly and easily.

Although unikernels have promise and are useful in a variety of situations, they do have some drawbacks, including complexity, a limited ecosystem, performance limitations, portability, security concerns, and a lack of debugging tools. However, there are certain approaches that could be promising for the debugging of unikernels [14]. Because the unikernel ecosystem is still in its infancy, there are few libraries and tools available. Because of their small size and limited runtime environment, they may also have performance limitations. Unikernels might not work with all hardware or cloud platforms. Because of their limited runtime environment, unikernels are more vulnerable to security threats. Due to the limited runtime environment and lack of standard tools, debugging unikernels can be difficult.

Unikernel is also primarily stateless. As a result, it can easily execute edge intelligent algorithms (such as compression, encryption, and network function virtualization). There are numerous Unikernel research projects, the most notable of which are MirageOS Unikernel [15], Hermitux [5], Unikraft [16], NanOS [17], IncludeOS [18], OSv Unikernel [7], ClickOS [19], and others [20]–[23].

Based on the preceding analysis and discussion, we conclude that Unikernel has a smaller image size and a very low memory consumption. It is appropriate for migration in a mobile edge computing environment, especially in vehicular networks. It is capable of responding quickly to user requests. Because of its small image size, it can run on low-resource edge devices. It can also help to ensure code integrity and ease of updating while maintaining high security isolation by reducing the attack surface. It has negligible OS overhead and is appropriate for running applications that require frequent context switching and processing small amounts of data.

B. Use cases

Unikernels are specialized, single-address-space machine images built with library-based operating systems. This technique has the advantages of higher resource utilization, a smaller footprint, improved security due to a smaller attack surface, and faster startup times. These characteristics make them ideal for edge computing scenarios requiring resource limits, minimal latency, and strong security. Some unikernel edge computing use cases are listed below:

- Real-time application: Unikernels are lightweight and efficient, so they can handle real-time edge-based applications like audio and video processing. This may include delivering real-time statistics for video surveillance or managing many audio streams concurrently in a conference call application.
- Edge-gateways: Unikernels can act as edge gateways, acting as middlemen between devices and the cloud. Unikernels gather data from various sources, process it, and then transfer it to the cloud. They can provide the necessary security in this multi-hop communication to maintain data integrity and confidentiality.
- Cloud-native Edge Computing: Unikernels are lightweight and efficient, so they can handle real-time edge-based applications like audio and video processing. This may include delivering real-time statistics for video surveillance or managing many audio streams concurrently in a conference call application.
- Network Functions: Unikernels can act as edge gateways, acting as middlemen between devices and the cloud. Unikernels gather data from various sources, process it, and then transfer it to the cloud. They can provide the necessary security in this multi-hop communication to maintain data integrity and confidentiality.
- Autonomous vehicles: Unikernels can be used in self-driving cars to provide real-time data processing and decision-making capabilities. Unikernels, due to their modest size and efficiency, may operate in limited contexts such as an on-board computer while maintaining security and low latency.

The choice of unikernels is often driven by a variety of factors:

- Resource efficiency: Unikernels are compact and efficient, making them excellent for edge computing applications where hardware resources are restricted.
- Security: Because of their small size, unikernels have a lower attack surface, resulting in a higher level of protection.
- Isolation: Because unikernels provide good isolation between diverse workloads, they are ideal for instances in which numerous tenants share the same hardware.
- Low latency: Because of their low latency and deterministic behavior, unikernels are suited for real-time applications that require quick response times.
- Simplified management: Unikernels facilitate the management and deployment of applications at the edge by minimizing the overhead of standard operating systems. This can help to simplify the management of a fleet of edge devices, each of which may be running a distinct application.

Edge computing is being transformed by the evolution of unikernels, which are addressing the specific issues it offers. As the technology evolves, we may expect to see even more adoption of unikernels in a variety of industries, particularly those that require efficient, secure, and real-time computing at the edge.
III. 6G TECHNOLOGIES

The next generation of mobile network technology is 6G [24], which comes after 5G. While 5G technology is still being implemented around the world, 6G development is already underway. 6G is expected to outperform 5G in a variety of ways, including: 6G is expected to have peak download speeds of up to 1 terabit per second (Tbps), which is significantly faster than 5G peak download speeds (which are around 20 Gbps). The latency of 6G will be as low as a few microseconds, which is significantly lower than the latency of 5G (which is around 1-2 milliseconds). It will support many more devices than 5G, allowing billions of devices to connect to the internet simultaneously. It is extremely reliable, making it suitable for use in critical applications such as industrial automation and autonomous vehicles. It seems that it is more energy-efficient than 5G, which will be important for reducing the environmental impact of mobile networks. It has enhanced security features to combat cyber attacks. 6G will introduce new technologies such as holographic communications and the use of terahertz frequencies, which are both being researched and tested.

The development of 6G technology is still in its early stages, and it may be several years before it is available to consumers.

IV. IN A NUTSHELL

A comprehensive edge computing solution based on unikernels has the potential to revolutionize network computing, particularly in the context of 6G networks. This proposal covers the major components of such a sophisticated system:

- Low-power Edge Devices: To satisfy the expectations of 6G networks, edge devices must be extremely power-efficient without losing data processing capabilities. These devices, which are small in size yet high in performance, should be designed with energy efficiency in mind, successfully coupling with the high-speed data processing requirements of the 6G era.

- High Speed Network Interfaces: It is critical to design high-speed network interfaces to support the exponential increase in network traffic and the resulting increase in bandwidth and low latency demands of 6G networks. These interfaces should be able to provide effective data transfer rates while maintaining network speed and stability.

- Minimalistic Unikernels: Operating systems that are highly efficient and secure are required for 6G networks. To that aim, unikernels can offer an efficient solution by providing a minimalistic operating system that dramatically decreases the attack surface and minimizes system overhead, hence improving overall system security and efficiency.

- Custom Drivers: Custom drivers are required to interface unikernels with network interfaces, storage devices, and other hardware components. These drivers should be purpose-built to ensure smooth and secure communication between the unikernel and the rest of the hardware components.

- Centralized Management System: A centralized management system is essential given the complexity of deploying, configuring, and monitoring edge devices and unikernels. This system should be able to do these jobs swiftly and effectively, eliminating the requirement for manual intervention and lowering the chance of errors greatly.

- Analytics System: The large amount of data generated by 6G networks needs the use of a sophisticated data analytics solution. This system should be able to process, analyze, and provide useful insights regarding network performance, security, and usage. This information can be utilized to make informed network management and enhancement decisions.

- Comprehensive Security: As cyber dangers such as hacking and malware become more sophisticated, it is critical to develop a complete security system. This system should be built to defend the edge devices and unikernels from a wide range of attacks while maintaining system performance.

With their intrinsic characteristics, unikernels provide a solution that satisfies the high-performance, security, and flexibility objectives of 6G networks. They are much less sensitive to security threats because of their minimalistic code base, intrinsic isolation qualities, immutable image deployments, lack of legacy code, and system hardening. Unikernels use immutable images that cannot be changed at runtime, preventing attackers from compromising the system. They are also purpose-built for certain purposes, so there is no unnecessary old code that could provide an entry point for attackers. Memory protection, sandboxing, and encryption technologies are used to improve their security profile. All of these aspects combine to make unikernels an extremely appealing and powerful choice for secure, efficient edge platforms in the age of 6G networks.

Because of their minimalistic code, isolation immutable images, legacy code, and hardening, unikernels have the potential to improve security in edge platforms for 6G networks. Unikernels are less vulnerable to security threats because they have a much smaller code base and attack surface than traditional monolithic kernels. Unikernels use immutable images, which cannot be changed at runtime, making it more difficult for attackers to compromise the system. They are built from the ground up for specific tasks, with no legacy code that could provide an entry point for attackers. Unikernels can be built with security in mind, including the use of technologies such as memory protection, sandboxing, and encryption. Unikernels can provide improved security compared to traditional monolithic kernels by leveraging these properties, making them an appealing solution for edge platforms in 6G networks.

A unikernel-based solution for heterogeneous edge systems to meet 6G requirements, as shown in the figure 1, can be designed while taking into account factors such as:

- Deployment of a common operating system with a unikernel architecture for seamless hardware platform integration.
Fig. 1: Heterogeneous edge system for 6G - a conceptual view

- Dynamic function placement is used to optimize resource utilization by dynamically allocating functions to the best available resource based on performance, availability, and other criteria.
- Secure and efficient communication mechanism between various hardware components to ensure data privacy and reliability.
- Support for multiple virtualization techniques for efficient resource sharing and allocation.
- Kernel optimization for low latency and high throughput to meet the requirements of 6G networks.
- Integration of artificial intelligence/machine learning algorithms for self-optimization and self-healing.
- Implementation of security mechanisms to prevent attacks and protect data privacy.
- Creation of a unified management and orchestration system to aid in the deployment and management of edge cloud services.

Dynamic function placement [25] in 6G networks contributes to the reliability and security of edge cloud services by dynamically allocating functions to the best available resources based on factors such as performance, availability, and security.

The future of virtualization and edge computing is expected to evolve in the ways discussed in [26]–[29]. Increased integration, advancements in artificial intelligence/machine learning, the emergence of edge-native applications, the expansion of edge computing, 5G and beyond, and a security focus are examples of this. Edge computing and virtualization technologies are expected to become more integrated and complementary, allowing for more efficient deployment and management of edge computing services. The use of artificial intelligence and machine learning algorithms in virtualization and edge computing technologies will become more common, enabling new capabilities such as self-optimization, self-healing, and improved resource utilization. Edge computing will become more prevalent, resulting in the development of edge-native applications designed specifically for edge computing environments. The widespread adoption of 5G networks will fuel the growth of edge computing, opening up new avenues for low-latency, high-bandwidth applications. Edge computing capabilities will be enhanced further by 6G networks. Security will become a critical concern as edge computing becomes more widespread and important.

**TABLE I: Comparison of Existing Technologies and Unikernels in Edge Computing for 6G Networks**

<table>
<thead>
<tr>
<th>Property</th>
<th>Existing Technologies</th>
<th>Unikernels in 6G Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency &amp; Scalability</td>
<td>Limited by device resources and system overhead</td>
<td>High due to lightweight unikernels and edge environments</td>
</tr>
<tr>
<td>Security</td>
<td>Larger attack surface due to complex, general-purpose systems</td>
<td>Reduced attack surface due to minimalistic unikernels</td>
</tr>
<tr>
<td>Adaptability</td>
<td>Limited, as systems are not tailored for specific applications</td>
<td>High as unikernels can be customized for specific applications</td>
</tr>
<tr>
<td>Latency</td>
<td>Higher due to centralized processing or traditional VMs/containers</td>
<td>Lower due to edge computing and faster unikernels</td>
</tr>
<tr>
<td>Energy Efficiency</td>
<td>Higher due to long-distance data transmission and complex systems</td>
<td>Improved due to localized processing and efficient unikernels</td>
</tr>
</tbody>
</table>

Unikernels provide enhanced security by utilizing minimal and isolated system images, thereby reducing the attack surface and the potential for exploitation. They have a smaller footprint and can be deployed more quickly, lowering latency and improving responsiveness in 6G networks. Unikernels can be easily scaled horizontally and vertically, increasing network capacity and coverage. Unikernels have a lower overhead, consuming fewer resources and lowering 6G network energy consumption. Unikernels allow for the creation of virtual network functions that can be easily deployed, managed, and updated, thereby increasing the flexibility and automation of 6G networks. They can be deployed at the network’s edge, lowering latency and increasing the reliability of edge services in 6G networks.

The table I & II shows the comparison of existing technologies and unikernels in edge computing for 6G networks. The properties defined are elaborated below:

- Latency: Assume that the typical latency for a cloud-based activity is roughly 50ms, owing to the time it takes for data to travel to and from the cloud. Edge computing processes data substantially closer to the source, potentially reducing latency by a factor of ten or more, resulting in an average latency of roughly 5ms. If you use unikernels, which can boot up and begin processing in microseconds, the latency can be decreased even further to less than 1ms. This would suit many 6G applications’ ultra-low latency requirements.
- Efficiency and Scalability: Assume that a typical VM or container requires 1 GB of memory to run a certain application. Due to its simple architecture, a unikernel may possibly run the same program with only 100 MB...
TABLE II: Comparison of Performance Characteristics Between Typical Virtual Machines (VMs) and Unikernels

<table>
<thead>
<tr>
<th>Property</th>
<th>Typical virtual machine or container</th>
<th>Unikernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency and Scalability</td>
<td>1 GB</td>
<td>100 MB or less</td>
</tr>
<tr>
<td>(Memory)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security (Attack Surface)</td>
<td>Hundreds to thousands of services and libraries</td>
<td>Only services and libraries required by application</td>
</tr>
<tr>
<td>Adaptability</td>
<td>Time-consuming customization process</td>
<td>Easy incorporation of required libraries and services</td>
</tr>
<tr>
<td>Latency</td>
<td>50 ms</td>
<td>Less than 1 ms</td>
</tr>
<tr>
<td>Energy Efficiency</td>
<td>10 W</td>
<td>1 W</td>
</tr>
<tr>
<td>Performance</td>
<td>1000 requests/second</td>
<td>3000 requests/second</td>
</tr>
<tr>
<td>Resource Utilization</td>
<td>70% of total available resources</td>
<td>30% of total available resources</td>
</tr>
<tr>
<td>Startup Time</td>
<td>1 minute</td>
<td>50 ms</td>
</tr>
<tr>
<td>Reliability</td>
<td>High (uptime 99.5%)</td>
<td>Very High (uptime 99.99%)</td>
</tr>
<tr>
<td>Maintenance and Management</td>
<td>Complex</td>
<td>Simple</td>
</tr>
<tr>
<td>Ecosystem</td>
<td>Strong</td>
<td>Emerging</td>
</tr>
</tbody>
</table>

Fig. 2: Future of virtualization and edge computing

of memory. This tenfold increase in memory efficiency could allow ten times more programs to operate on the same hardware, considerably boosting system scalability.

- **Energy Efficiency**: Assume that a conventional virtual machine running on edge hardware consumes 10W of power. Because of its reduced size and more efficient operation, a unikernel might theoretically use only 1W of electricity to operate the same program. This tenfold increase in energy efficiency is critical for 6G networks, which are aiming to be more sustainable and energy-efficient.

- **Security**: The attack surface in a typical VM includes all the services and libraries included in the VM, which could number in the hundreds or even thousands. In a unikernel, the attack surface only contains the libraries and services required by the application, which could be a small number. This significantly minimizes the attack surface and increases system security.

- **Adaptability**: Customizing a typical VM or container for a specific application can be time-consuming and difficult. In a unikernel, you may simply incorporate the application’s required libraries and services, making the system very adaptable to different applications.

- **Performance**: Performance is assessed here in terms of the number of requests processed per second. A standard VM can handle 1000 requests per second, however a unikernel can handle 3000 requests per second. This means that the unikernel can handle three times as many requests in the same amount of time, potentially improving user experience and system efficiency.

- **Resource Utilization**: This is the percentage of a system’s total available resources (such as CPU, memory, and storage) that it consumes. According to the table, a normal VM consumes approximately 70% of the total available resources, whereas a unikernel consumes approximately 30%. This suggests that unikernels are more efficient, requiring fewer resources to do the same tasks. This can save money while also allowing multiple programs to operate on the same hardware.

- **Startup Time**: Startup time is a measurement of how soon a system can start up and be ready to handle activities after it has been halted. A normal VM takes roughly 1 minute to start up, according to the table, whereas a unikernel takes only about 50 milliseconds. This low startup time is one of the characteristics that makes unikernels useful for cases where programs must be launched and halted quickly, such as in serverless computing.

- **Reliability**: In this context, reliability is defined as system uptime, or the percentage of time that the system is available and running properly. According to the table, while a conventional VM has an uptime of 99.5%, a unikernel has an even greater uptime of 99.99%. This implies that unikernels can deliver more consistent service with fewer downtimes.

- **Maintenance and Management**: This relates to the system’s complexity in terms of maintenance and management. Maintenance and management for a typical VM are labeled as complex in the table, whereas they are classified as easy for a unikernel. This implies that unikernels may be simpler to administer and maintain, thus lowering operational expenses and administrative overhead.
• Ecosystem and Community Support: This is a measure of the tools, libraries, community expertise, and other resources that are available. A strong ecosystem can make application development, deployment, and maintenance easier. Support for typical VMs is categorized as strong in the table, demonstrating the mature and well-developed VM ecosystem. Unikernel support is designated as emerging, reflecting the fact that unikernels are a newer technology with a burgeoning ecosystem.

V. CONCLUSION

The feasibility of using unikernel-based edge computing in 6G networks was investigated in this paper. According to the study, unikernels, a lightweight form of virtualization, have the potential to improve the performance and security of edge computing systems in 6G networks. The use of unikernels in edge computing systems can help to reduce the load on centralized data centers, improve low-latency service performance, and improve edge computing system security. This research has also identified some issues that will require further investigation in the future. The use of unikernels in edge computing systems in 6G networks is still in its infancy, and more research is needed to fully understand this technology’s potential. More research is also needed into the scalability and robustness of unikernel-based edge computing systems in 6G networks. Finally, this study shows that unikernels have the potential to improve the performance and security of edge computing systems in 6G networks. The use of unikernels in edge computing systems can help to reduce the load on centralized data centers, improve low-latency service performance, and boost the security of edge computing systems in 6G networks. The study’s findings lay the groundwork for future field research and development.
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