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Abstract—Ambient assisted living is good way to look after ageing population that enables us to detect human’s activities of daily living (ADLs) and postures, as number of older adults are increasing at rapid pace. Posture detection is used to provide the assessment for monitoring the activity of elderly people. Most of the existing approaches exploit dedicated sensing devices as as cameras, thermal sensors, accelerometer, gyroscope, magnetometer and so on. Traditional methods such as recording data using these sensors, training and testing machine learning classifiers to identify various human postures. This paper exploits data recorded using ubiquitous devices such as smart phones we use on daily basis and classify different human activities such as standing, sitting, laying, walking, walking downstairs and walking upstairs. Moreover, we have used machine learning and deep learning classifiers including random forest, KNN, logistic regression, multilayer perceptron, decision tree, QDA and SVM, convolutional neural network and long short-term memory as ground truth and proposed a novel ensemble classification algorithm to classify each human activity. The proposed algorithm demonstrate classification accuracy of 98% that outperforms other algorithms.
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I. INTRODUCTION

Recent years have witnessed a single independent lifestyle among elderly people, worldwide. Studies indicate that the total number of elderly people (65+) will reach 1.2 billion by year 2025 [1, 2]. However, large chunk of ageing population cannot continue independent living due to mental and physical impairments [3]. In many applications, security, healthcare, indoor and outdoor monitoring, human posture and position is determined from the dedicated sensors deployed within area of interest. These include radar sensors, camera-based sensors, thermal sensors and other radio frequency based sensors. Due to limited healthcare resources, it is essential to recommend a technology that can support remote monitoring of vulnerable people so that they can live independently. In modern times humans are less active and spend more time in a sitting position which causes a fall in the strength of muscles [4, 5, 6].

This inactive lifestyle leads to neck, shoulder and back pain due to the wrong posture of a human. Therefore, it is important to control and detect the posture of a human. But, there is a lot of challenges such as lighting, background, human shape and self-occlusion. For posture recognition different methods are used which are sensitive to background noise. Some deep learning techniques deal with depth information and skeleton to avoid background noise and robust to viewpoint [7, 8, 9]. In this paper, we exploited the data obtained using ubiquitous devices such as smartphones used by nearly everyone and applied different machine learning algorithms to detect ADL and postures observed in daily life. These include walking in indoor setting, sitting down on chair, standing up from chair,
laying on bed, going up on stairs, going down on chair so on. Machine learning classification algorithms used in this paper are as follows: random forest, KNN, logistic regression, multilayer perceptron, decision tree, QDA and SVM, CNN and LSTM for monitoring human posture. In addition, the novel ensemble approach is used to detect postures such as standing, sitting, laying, walking, walking downstairs and walking upstairs. It is vital to develop a novel approach to detect multiple postures as most of the current approaches are focus on the binary detection of posture, for example, most of the current studies only used to detect walking and standing. The major contribution of this study are outlined below:

- We introduce a novel low-complexity machine learning algorithm based on the ensemble classifier to detect multiple posture using smartphone data.
- Additionally, the novel ensemble approach is used to combine deep learning (CNN, LSTM) and machine learning classifiers (SVM, QDA, logistic regression, MLP etc) methods.
- A comparison of performance between existing machine learning algorithm and the proposed algorithm have been shown.

This paper is organized as follows: section II demonstrates an extensive literature review on existing techniques, limitations and research gaps. section III provides the methodology, section IV provides experimental results and discussion and finally section V concludes the paper.

II. RELATED WORK

This section presents a comprehensive literature review on different sensing techniques, state-of-the-art classification algorithms used to detect human postures within area of interest [10, 11].

It is worth to mention that, there are lots of studies published using machine learning and deep learning for different tasks such as natural language processing [12, 13, 14, 15, 16, 17, 18, 19, 20], speech enhancement [21, 22, 23, 24, 25, 26, 27], cyber-security [28], fall detection [29, 30, 31, 32, 33, 34] and etc.

However, For improving quality of life many, developing technologies are being used for a person at home or indoor. Most of these techniques are remote control, video surveillance and telehealth care. The main objective of this system is the safety of humans. For this purpose non-invasive methods are used which are based on video processing obtained from distributed cameras. In a smart automation home, the behaviour of a person is monitored and possible alarm conditions are defined. There are many motion analysis procedures and computer vision that are used to obtain the objects and events from the scene. Then classification and recognition depend on pre-defined ontology. In this case, a fallen person is an event which is predicted when the person’s position is laying on bed for particular period of time. The proposed approach is divided into two steps; the first step is a classification of posture frame by frame which is visual object based classification and machine learning model creates probabilistic projection maps (PPMs) exploited by Bayesian classification algorithm.

The second step is the posture classification using tracking information i.e., temporarily integrated. The accuracy of a model is increased when state transition is added. These classification techniques are useful in the detection of alarming states that is either person is fallen or laying down for a certain period [35]. In addition to that, the United Kingdom and European elderly population is increasing at rapid pace, as a result life expectancy has also raised and dramatic drop in birth rates. The proportion of ageing population considering elderly people (65+) iex expective to rise by 17.9% in 2007 to 53.5% in 2060 [36]. Therefore, an effort is required so that elder people can live a maximum life span with a minimum support system. So, there is a universal project which detects the person falling situation and other health behaviour changes. This improves the medical involvement and security of the elder person. This is achieved by small wireless tags on some important places of the body like elbows, wrists, ankles, hips, knees and shoulders. Some tags are places on the bed and chair which is used to detect sitting and lying posture. There are few approaches to detect these activities and features are extracted from the data of the sensor. The first method is to use accelerators. This detects acceleration due to gravity and angular velocity with respect to acceleration the earth gravitational force. The second method is with gyroscopes, which give orientation along with one and multiple axis. The third approach is posture reconstruction with visual detection from still images or video. The fourth technique is based on the 3D position of pointers which are placed on an object like the human body. Then a selection of features which are coordinate system, location of various parts of the human body considering coordinate system. These features are then subjected to different machine learning classifier, among the SVM classifier provide best classification results considering multi-class classification problem. The activities to identify are falling, walking, sitting, lying down and the process of lying down and sitting down. With the help of idle states like sitting and lying, the health problem is detected [37, 38]. To manage the problems of the elder and disable (wheelchair users) many supportive systems have been designed to give them independent life. A smart wheelchair used by an elderly or paralyzed person enhances the capabilities with simple wheelchair with BANs, cloud computing and multi-sensors [39] [40] [41].

Existing research work conducted on these technology driven wheelchairs uses vital signals such as cardiac activity, blood pressure, glucose level, respiratory rate and son and human activities, detection of obstacle and navigation [42, 43] [44]. The wheelchair that has cushion-based technology uses pressure sensors to identify different body postures of patient under usage. This system generates an alarm if a dangerous posture is being detected by a sensor. The optimization method is applied to data of pressure sensor and then different classifiers are applied to find the best classifier for smart pressure sensor cushion wheelchair. The proposed method for the detection of posture consists of following three main steps: data acquisition classification to determine different human postures, choosing optimum sensor and its corresponding tech-
tiques and comparing results of different sensing technologies. Following classification models are used: Decision tree, Naïve Bayes, k-nearest neighbour, support vector machine and multilayer perception. Performance analysis also considered Body Mass Index for the evaluation of individual physical differences [45, 38]. The RGBD sensors (Microsoft Kinect) are used for the detection and recognition of activity. RGBD sensor is an input sensor and extraction of features depends on various human postures and movements. This algorithm is based on two-layered maximum entropy Markov model (MEMM), which consists of human activity in a set of sub-activities. Human activities that are under consideration are cooking, brushing teeth, drinking water, talking on the phone and so on. For example, drinking water consists of few steps; drinking water from glass. There is a problem that every person do different task in a different rate, to overcome this on-the-fly graph structure selection is used which tunes according to the variation in speed and motion pattern of a person. This is performed by Prime sense skeleton tracking system. This method allows to obtained efficient and precise performance in identification of activities of daily living performed on regular basis [46].

Human poses detection is an increasing the trend in research community. There is a problem of joint localization in human images and videos like elbow, wrist, knee, etc. which is known as Human Pose estimation (HPE). Previously graphical models were used for pose estimation. But, the image base technique comprises two main steps; the first method is to extract features from original data and then classifiers are applied to them. Deep learning classifiers have influential abilities, therefore, a Convolutional neural network is used in video-based HPE. The deep neural network defines many computer vision problems, especially in HPE tasks. Therefore, Deep Full-Body-HPE (DFB-HPE) technique from Red-Green-Blue stationary images. There are fifteen positions of the joint which used in different application gesture recognition, human-robot interaction and sports performance analysis. The DFB-HPE detects the daily activities of a person then extracted features are fed to support vector machine classifier. The two public datasets J-HMDB and CAD-60 are used for the training of DFB-HPE. The results retrieved indicate the efficacy of exploiting the ConvNet-based posture detection to bring improvement in the activity detection levels [47].

In a smart home environment human activities (health, alarming situations and daily fitness) recognition is an important issue. Nowadays, smartphones and smartphone base applications are used everywhere. Most of the smartphones have an orientation sensor, tri-axial accelerometer and linear accelerometer. This embedded sensor gives information on acceleration and rotation around X, Y and Z axes. With these sensors, data is collected and then some machine learning classifiers are applied to them. This system is implemented in android smartphones. Smart phones are now vital because of easy internet availability and many mobile applications. Due to these features, phone-based detection of human activity is possible, which records daily data of activities and sends an alert message if something anomalous happens. There are two types of data analysis in this approach; statistical evaluation that comprise maximum, minimum, mean, standard deviation, kurtosis and so on that leverages on the machine learning algorithms. This approach detects simple activities like walking, running and sitting. J48 in long-term analysis and standard deviation in short-term analysis give better accuracy [48]. There is a wearable sensor which is designed for ADL detection and this sensor can wear on the wrist, thigh and ankle. This accelerometer sensors provides statistical features such as the mean of the overall acceleration recorded for a period of time [49].

In addition, the modified hierarchical support vector machine was used to detection activities of daily living such as walking up on chairs and going down on stairs, stationary position and running [50]. The wavelet transform was also used to detect walking activities using original data with the K-nearest neighbour classifier [51]. Human activity recognition (HAR) attaining a lot of consideration in modern times. The human activity recognition exploiting ubiquitous devices such as embedded smartphone sensors is a traditional time-series data classification research challenge and open area that need to be address [52]. There is a conventional neural network classifier that is used for feature extraction and HAR using smartphone sensors. Features are automatically extracted using a multi-level convolutional network with alternating convolution and pooling layers. This approach gives better accuracy as compared to the existing techniques. This high accuracy is for the moving activities which are walking upstairs and downstairs [53]. The posture detection of humans is used in many applications like indoor/outdoor monitoring, surveillance, virtual reality to moving pictures and amusement. For disable and elder people assistance, video-based monitoring is used which detect their behaviour and posture. The system is aimed to fulfil real-time constraints and process several frames and then apply machine learning for the posture (walking, lying down, and sitting) detection using extracted features. There are three tests:

- The effectiveness in detection of posture on the same videos from where the training phase has been given.
- When other videos are taken from the visual sensor (camera).
- When videos are recorded from various camera-based sensors for training sets [54].

In recent times for a military application, surveillance and assisted living HAR is important to research. There are various sensors like GPS, radars, LIDAR and cameras which are used for these applications. Among all Doppler radar is emerging due to motion analysis and it works through building walls, foliage and clothes. Also, its low power and cheap components increase its popularity outdoor and on a large scale. For these applications, it is important to know whether the objective is alone or in a group of people and the rough location of the target. This approach is divided into subject classification, people counting, human activity classification and rough localisation using a micro-Doppler radar system. The two-directional two-dimensional principal component analysis (2D2PCA) is exoit to generate time-domain statistical features to train the machine learning classifiers. This improves the
result of KNN and SVM classifiers. Also, CNN is used which gives a better result as compare to SVM and KNN [55].

In addition, a real-time visual sensor-based (exploiting cameras) surveillance methods can reliably detection, track and identify a person moving within area of interest. For the recognition of moving things background subtraction, flow examination, temporal-differential method and dynamic threshold methods are used. Finally, propose system uses the Gaussian function and MATLAB. There are two kinds of activities normal and abnormal which are classified with the help of SVM. This model generates an alarm if abnormal activity is detected [56]. Modern medical science has proven that the behaviour of humans affects human health. These days people are doing work in the same posture for a long time even their bodies give alarms of tiredness. Therefore people need a reminder to either change the posture or do some rest. For smart city development not only living and transportation supervised also health must smartly supervise. With the introduction of AI and big data analysis, researchers and academics are finding the relationship between health and human daily activities. Human activity detection and identification can be applied in various application, specifically for patient monitoring [57]. Continuous monitoring of human postures should be detected irrespective of geometrical locations and age group involved. For this requirement, LoRa(Long range) multi-sensor based system is proposed. LoRa is low power and extra-long transmission of the signal [58].

This sensing system exploits Inertial Measurement Unit - IMU which is equipped with an Arduino Mega board, and a LoRa shield. These sensors have an accelerometer and magnetometer which receive data and transmit to Arduino board which is then connected with LoRa shield and transfer data to LoRa gateway and server. This clothing records daily activities like running, walking, going downstairs or upstairs and standing. These machine learning time-domain statistical features are extracted from the data set and then fed to different classifiers [59]. Data acquisition methods are Bluetooth, internet and wi-fi but they are limited due to their small range. The posture detection using LoRa comprises of four modules; sensor gives information of posture, wireless communication, recognition of human posture and user interface. Targeting at LoRa’s low transmission power and transmission frequency for small duration of time, multiproccessing techniques is utilized that include de-noising of data, expanding of data using window slider, extraction of features and finally, Random forest classifier is trained with selected features. Therefore, the proposed approach for long term detection of human posture consist of multi-sensors and LoRa [60]. Finally, Kulikajevas [61] proposed a novel deep learning model based on the MobileNetV2 for remove the current problem of posture detection related to visibility of human such as occlusion. The approach received accuracy of 91.47%. In addition, Dai et al. [62] introduced deep learning approach which estimate pedestrian detection using ResNet-50. The performance of the approach hardly achieved 80%.

### III. Methodology

In this section, we discuss the novel technique to identify different human postures. The Fig displays the proposed framework for posture detection.

#### A. Time-domain Statistical Feature Extraction

Different time-domain statistical features to train the machine learning classifiers such as minimum, maximum, percentile and average are used. The value of each time-domain statistical features is extracted exploiting single window size. For instance, a 90 seconds windows size was used when extracted time-domain statistical features considering the minimum, maximum, percentile and average are calculated.

#### B. Machine Learning Classification Techniques

After the extracting the feature to train the classifier, we have used classification algorithms as discussed. In addition, the novel ensemble approach including, bagging, blending and stacking used to predict different postures. In order to train the aforementioned classifiers, there are a set of parameters used to train the classification algorithm for evaluation purpose. The scikit-learn was used to training, test and validated the classifiers and keras with tensor-flow background is used to train the deep learning classifiers. Table I displays the parameters used to train the classifiers.

#### C. Deep Learning Classification Algorithms

In this section, we discuss the proposed CNN and LSTM architecture.

**CNN**: The convolutional neural network framework has been inspired from [63] [64] [65] and it has input, hidden and output layers. The hidden has been made up from convolutional, max pooling and fully connected layers. In this experiment, we used 10-layered CNN layers as shown in Table II.

**LSTM**: The LSTM has used a similar framework which is used in [31] [66] [21] contains input, two stacked Long short-term memory and one output layer. The Long short-term memory possess two bidirectional Long short-term memory layers having 64 along associated 64 cells, and corresponding dropout layer having an overall probability value of 0.2, an individual dense LSTM layer having two neurons and one softmax activation layer.

#### Table I: Machine Learning Methods with Their Parameters

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
<th>Training time</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>Euclidean distance</td>
<td>5 m 22 s</td>
</tr>
<tr>
<td>SVM</td>
<td>RBF Kernal</td>
<td>5 m 36 s</td>
</tr>
<tr>
<td>Random Forest</td>
<td>Max depth = 3</td>
<td>5 m 22 s</td>
</tr>
<tr>
<td>KNN</td>
<td>5</td>
<td>4 m 21 s</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>Penalty = 12</td>
<td>4 m 6 s</td>
</tr>
<tr>
<td>QDA</td>
<td>tol = 0.0001</td>
<td>8 m 36 s</td>
</tr>
<tr>
<td>LSTM</td>
<td>2-layered</td>
<td>16 m 49 s</td>
</tr>
<tr>
<td>CNN</td>
<td>dropout = 0.2 10 layers</td>
<td>10 m 12 s</td>
</tr>
</tbody>
</table>
Fig. 1. Proposed Framework multiple posture detection

<table>
<thead>
<tr>
<th>Layer</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Conv</td>
<td>Max Pool</td>
<td>Conv</td>
<td>Max Pool</td>
<td>Conv</td>
<td>Max Pool</td>
<td>Global Max Pool</td>
<td>Fc</td>
<td>Fc</td>
<td></td>
</tr>
<tr>
<td>Filters</td>
<td>16</td>
<td>64</td>
<td>128</td>
<td>128</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kernal Size</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>128</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neurons</td>
<td>128</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Activation</td>
<td>ReLU</td>
<td>ReLU</td>
<td>ReLU</td>
<td>ReLU</td>
<td>ReLU</td>
<td>ReLU</td>
<td>SoftMax</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

D. Ensemble Models

In this study, we used three types of ensemble classification approach, stacking, bagging and blending.

Stacking: The ensemble method combines machine learning, deep learning classification, via a meta-model are combined. The proposed model is trained on the whole dataset, then the meta-model is used on features returned from the based model. However, the based models in stacking are different. The meta-model is used to find the best models from the base model to perform the best accuracy.

Blending: It is similar to stacking, however, it is split the dataset into training, testing and validation to predict posture detection.

Bagging: The bagging is based on the subset of the dataset with replacement to make a size of the bag the same as the whole dataset. The final output formed after the combination of the output of all models. Fig 2 displays the ensemble classification approach posture detection.

IV. Experimental Results

This section section discusses the results obtained using existing classification algorithms and compared its results with novel ensemble classification algorithm.

In this section we discuss the experimental results, to evaluate the performance of the approach, the machine learning classifiers such as logistic regression, KNN, random forest, MLP, SVM, QDA and deep learning classifiers such as CNN and LSTM are trained. There are different features such as skew, minimum, maximum, average percentile are used.

Multi-Posture Detection: The multi-posture detection is based on 30 volunteers with age range from 19 to 48. Each person performed six various daily routine activities when the participants were carrying smartphones. The data has been recorded to manually label the data. The ubiquitous devices such as smartphones data set was split into two sections, where 70% of participants data were for training and rest 30% for testing purpose [67]. Various performance metrics such as accuracy, precision, recall and f-measure were used to evaluate the performance of the classifiers.

\[
Precision = \frac{TP}{TP + FP} \tag{1}
\]

\[
Recall = \frac{TP}{TP + FN} \tag{2}
\]

\[
F_{\text{measure}} = 2 \cdot \frac{Precision \cdot Recall}{Precision + Recall} \tag{3}
\]

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \tag{4}
\]

Table III summarizes the results obtained for logistic regression classification algorithm. The particular human activity, i.e.e when the participant was laying was achieved with high classification accuracy.

Table IV summarizes the results obtained for random forest classification algorithm. In this case, the walking activity was classified with least misclassification as compared to other activities.

Table V summarizes the results obtained for K-nearest neighbour algorithm. When person was walking up on stairs, the algorithm best classification this particular activity as compared to rest of the activities performed.
Table VI shows the summary of the results for SVM. As the experimental results show the laying posture achieved better performance as compared to other postures.

Table VII show the summary of the results for Decision Tree. As the experimental results show the walking posture achieved better performance as compared to other postures.

Table VIII show the summary of the results for MLP. As the experimental results show the walking-downstairs posture achieved better performance as compared to other postures.

Table IX show the summary of the results for the Ada Boost Classifier. As the experimental results show the walking-downstairs posture achieved better performance as compared to other postures.

Table X show the summary of the results for the Quadratic Discriminant Analysis Classifier. As the experimental results show the walking posture achieved better performance as compared to other postures.

Table X show the summary of the results for the CNN Classifier. As the experimental results show the standing posture achieved better performance as compared to other postures.

Table XII show the summary of the results for the LSTM
Classifier. As the experimental results show the laying posture achieved better performance as compared to other postures.

Table XII shows the summary of the results for the Ensemble Stacking method. As the experimental results show the laying posture achieved better performance as compared to other postures. The overall training accuracy was 98.91%.

Table XIV show the summary of the results for the Ensemble blending method. As the experimental results show the laying posture achieved better performance as compared to other postures. The overall training accuracy was 99.61%. It is worth to mention that, the overall true positive is 953, true negative 959, and false positive is 41 and false negative is 43.

Table XIV shows the summary of the results for the Ensemble bagging method. As the experimental results show the standing posture provide best classification accuracy when its performance were compared with other human postures.

The overall training accuracy was 98.99%.

A. Discussion

The human posture detection is important area of research because there are more sectors such as healthcare will gain use of technology. The home healthcare use different technologies received more attention to improve the lives of people who required special care. Therefore, its important to develop a novel approach to remotely control the elderly people.

In order to train the classification algorithms, the scikit-learn and keras with tensor flow background are used to train the model. It is to be noted that the deep learning classifiers are taken more time to train as compared to machine learning classifiers. However, the ensemble classification achieved better performance as compared to machine learning and deep learning classifiers.

The deep learning model take long time to train and also they are black-box. Therefore, we cannot find out if the prediction for the posture are correct.

Table XVI indicates the comparison of different classification techniques and comparison with proposed novel algorithm. The results clearly indicate that the proposed novel ensemble algorithm outperformed other classifications algorithms when results were evaluated in terms of aforementioned performance metrics. Ronao et al. [53] developed human activity detection using smart-phones, it is worth to mention that the approach is only used CNN model. In addition, Jiang et al. [68] developed approach using wearable sensors based on the deep CNN. It is to be noted that, the aforementioned studies, their data set is publicly available online.

V. Conclusion

It is important to develop a novel approach to independently control and monitor to elderly and vulnerable without help from other people. Therefore, in this paper, we developed novel ensemble algorithms based on multiple postures such as walking, sitting, standing, and laying. The results show that the ensemble classification achieved better performance as compared to machine learning and deep learning classifiers. The accuracy of the proposed approach was 98.99%, which is significantly higher than other approaches. Therefore, the proposed approach can be used to remotely control the elderly people.
as sitting, standing, walking, walking upstairs, walking downstairs and lying. To examine the overall performance of the proposed algorithm, the machine learning and deep learning classifiers are trained and additionally, the novel ensemble approach based on deep learning and machine learning classifiers are used and the novel ensemble approach is used to improve the performance of the approach. The initial experimental results indicate that the proposed ensemble algorithm provide best classification performance when compared to other existing algorithms. As part of our future research, we intend to develop a novel hybrid feature selection technique based on a genetic algorithm to further enhance the performance of the approach.
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